Efficient estimation and ensemble generation in climate modelling
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In this paper, we review progress towards efficiently estimating parameters in climate models. Since the general problem is inherently intractable, a range of approximations and heuristic methods have been proposed. Simple Monte Carlo sampling methods, although easy to implement and very flexible, are rather inefficient, making implementation possible only in the very simplest models. More sophisticated methods based on random walks and gradient-descent methods can provide more efficient solutions, but it is often unclear how to extract probabilistic information from such methods and the computational costs are still generally too high for their application to state-of-the-art general circulation models (GCMs). The ensemble Kalman filter is an efficient Monte Carlo approximation which is optimal for linear problems, but we show here how its accuracy can degrade in nonlinear applications. Methods based on particle filtering may provide a solution to this problem but have yet to be studied in any detail in the realm of climate models. Statistical emulators show great promise for future research and their computational speed would eliminate much of the need for efficient sampling techniques. However, emulation of a full GCM has yet to be achieved and the construction of such represents a substantial computational task in itself.
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1. Introduction

Model projections of anthropogenically forced climate change are sensitive to many aspects of model construction, in particular the values of parameters which are not well determined by direct observations or theoretical arguments but which directly impact on the future trajectory of model simulations. Although short-term numerical weather prediction is essentially an initial-value problem, the behaviour of a coupled atmosphere–ocean model in response to a forcing scenario on climatological (multidecadal and upward) timescales is determined much more by the details of its parameterizations rather than the initial state. Therefore, much attention has recently been given to the parameter estimation problem in this context (e.g. Forest et al. 2002; Gregory et al. 2002; Knutti et al.
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2002; Hargreaves et al. 2004). One initial aim may be to simply try to improve the realism of the model, in order to give the most accurate forecast possible. This model tuning is often seen as part of the model-building process, and has generally been performed in the rather ad hoc and inefficient manner of ‘hand-tuning’ by the model developers. More generally, we would also like to estimate the uncertainty surrounding this central forecast, typically through an ensemble of model integrations. The methods initially used for estimation and ensemble generation were generally rather simple applications of Monte Carlo sampling (discussed in §2), and thus were computationally inefficient and could only be applied to the cheapest models. Here, we discuss progress in this field.

The computational problem amounts to an application of Bayes’ theorem: given prior belief \( f(x) \) over any uncertain parameters \( x \), and observational data \( o \) which gives rise to a likelihood function \( f(o|x) \), how can we efficiently estimate the posterior probability density function (PDF) \( f(x|o) = \frac{f(o|x)f(x)}{f(o)} \)? In fact, we are unlikely to be directly interested in the full posterior PDF, but will in general hope to calculate statistics of interest such as the expected value of some function \( g \) of the model output over the posterior PDF via \( E(g(x)) = \int (g(x)f(x|o)) \), or marginal and cumulative distributions thereof. Typical examples might be to estimate probabilistic percentiles for climate sensitivity, or calculate a probability for global temperature rising by more than a certain threshold under a specific emissions scenario.

Researchers have used a range of different observational data, including observations of recent and long-term climate change in conjunction with computationally cheap energy-balance Earth system models (Andronova & Schlesinger 2001; Forest et al. 2002; Knutti et al. 2002), or the use of the quasi-steady-state climates in conjunction with more state-of-the-art general circulation models (GCMs; Murphy et al. 2004; Annan et al. 2005a) to estimate equilibrium climate changes. In idealized situations where we can assume the model is perfect (i.e. there are correct parameter values to estimate, for which the model behaviour perfectly mirrors the real world), the formulation of the problem is straightforward, and this is a natural environment in which to develop and test methods.

However, the perfect model assumption is rarely tenable in practice. No matter how well tuned, all climate models are readily distinguished from reality, with systematic biases in climate variables, and limited representation of climatic phenomena. The parameters may have no readily identifiable counterparts in reality and this, combined with the need to compensate for missing processes and inevitable biases, means that the concept of a ‘correct’ parameter value does not apply. Thus, the concept of the ‘best input’ (Rougier 2007) is introduced, which refers to the input set for which the model provides the ‘best’ overall simulation of past and future climate. If the model was perfect, the correct parameter values would of course fulfil this role. Estimating this, best input is complicated not only by the fact that the residual between the model and the data is not merely due to observational uncertainty, but also our uncertainty concerning model inadequacy (the discrepancy between the ‘best model’ and the real climate). This uncertain discrepancy term adds to the observational uncertainty in broadening the posterior distribution. These issues are discussed more fully in Rougier (2007). In the applications presented here, a very simple approach to model inadequacy has been adopted, based on the variance of the
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data fields. More detailed specification of this term would help to provide authoritative and credible predictions of climate change.

It is worth mentioning at the outset that there is no reasonable possibility of finding a general solution to the estimation problem that will work efficiently in all applications. The general parameter estimation problem can easily be seen to contain generic optimization problems which are at least non-deterministic polynomial-time hard \cite{1979Garey}. For example, an efficient and general parameter estimation method would also be capable of solving quadratic programming problems, which is widely believed to be computationally intractable. Thus, we do not expect to find such a general solution, and our focus is on developing methods which aim to achieve an acceptable level of precision, by making reasonable approximations and taking advantage of any structure that exists in the climate prediction problem.

2. Numerical integration and Monte Carlo sampling

In very low-dimensional problems, the posterior PDF can be approximated by deterministic numerical integration, for example, via Gaussian quadrature. This requires a multifactorial sampling of all adjustable parameters. Clearly, this type of approach is only feasible when the number of dimensions is rather low and/or the model is computationally cheap, since the number of integrations required increases exponentially with the number of dimensions. For example, Forest et al. \cite{2000Forest} used 61 integrations to sample two parameters at several levels in an energy balance model. In a more recent example, Stainforth et al. \cite{2005Stainforth} undertook a multifactorial sampling of six parameters of an atmospheric general circulation model (AGCM) at only three values each, and this experiment required massive computational resources. Using the same approach to sample even 10 parameters at 5 levels each would require resources some $10^5$ times greater still.

Monte Carlo methods \cite{1964Hammersley} provide an alternative randomized approach which has been widely used: instead of attempting to exhaustively integrate over the whole parameter space, we can simply draw a set of samples $x_i$ from the prior (note that we are implicitly assuming that this itself is a straightforward operation), calculate their likelihood-based weights $w_i \equiv f(o|x_i)$ and then approximate the required integrals in the obvious manner, e.g.

$$E(g(x)) = \int g(x) f(x|o) \approx \frac{\sum (w_i g(x_i))}{\sum w_i}.$$  

This approach is trivial to implement and very flexible, and has been widely used in climate science \cite[e.g.][]{2002Knutti, 2006Schneider}. A minor variant (rejection sampling) is to reject or accept each sample in a probabilistic manner based on the weight, which produces a smaller posterior ensemble (of accepted samples) for further calculation, and eliminates the need to keep track of a weight for each member. The main drawback of these approaches is that if the weights are low across a large proportion of the prior space, then it may take a large number of samples to populate the posterior and achieve reasonable convergence. In particular, the vast majority of samples may
be given negligible weights if the prior is substantially more vague than the posterior, and this situation is likely to arise in high-dimensional problems, especially when (as is common in climate science) the prior is deliberately chosen to be on the vague side so as to minimize the risk of double-counting of data. Latin Hypercube sampling (McKay et al. 1979) is generally a rather more efficient approach, but only by a modest factor which is unlikely to completely overcome this disadvantage. For example, in some work which we describe below, a 1000 member Latin Hypercube experiment failed to find a single sample in the support of the posterior distribution defined by the problem (in other words, rejection sampling an ensemble of this size would have almost certainly generated the empty set). Importance sampling, in which samples are drawn not from the prior but from some ‘proposal distribution’ which is thought to more closely approximate the posterior, could potentially lead to further improvements, but it is not clear how such a proposal distribution could be found.

3. Random walk and gradient-descent methods

There are a wide variety of methods of varying generality, sophistication and efficiency based on random walks or gradient descent in parameter space. Perhaps the simplest is the Monte Carlo Markov Chain (Metropolis et al. 1953;
Hargreaves & Annan 2002; Tarasov & Peltier 2005). This method undertakes a
directed random walk in parameter space, in which trial steps are generated, and
they are accepted or rejected probabilistically depending on how the likelihood of
the new parameter values compares to that of the last-visited point. The
distribution of points visited in parameter space converges to the posterior PDF.
This method does not suffer from the curse of dimensionality, and is also highly
flexible and simple to implement, requiring no special assumptions or
approximations with the problem. However, since the method is inherently
sequential and generally requires (at a minimum) thousands of integrations to
converge, it again seems to be limited to computationally cheap models which
can be integrated in a matter of seconds.

A range of more sophisticated heuristic approaches such as very fast simulated
annealing (Jackson et al. 2004), genetic algorithms (Price et al. 2006) and
Proximal-ACCPM (Beltran et al. 2005) have also been applied to optimization
and estimation with intermediate complexity climate models. These methods
have significantly lower computational cost which allows application to at least
intermediate complexity models (with integration times of around 1 h). Perhaps
the most efficient at present is the Proximal-ACCPM method, which can achieve
good results with as few as 20 full model integrations, but it is unclear as to how
probabilistic information can be extracted from this method which directly
searches for the optimal (maximum-likelihood) parameter set.

The use of an adjoint, which efficiently calculates the gradient of the cost function
with respect to all of the control variables, can provide a highly efficient
multivariate parameter estimation method in some cases (e.g. Hall et al. 1982;

Figure 2. Ensemble response of meridional overturning under a greenhouse gas forcing scenario.
Each line represents one of the 54 ensemble members. The probability of a long-term shutdown of
the overturning depends strongly on several factors which are poorly understood at present.
Adapted from Hargreaves & Annan (2005).
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they are accepted or rejected probabilistically depending on how the likelihood of
the new parameter values compares to that of the last-visited point. The
distribution of points visited in parameter space converges to the posterior PDF.
This method does not suffer from the curse of dimensionality, and is also highly
flexible and simple to implement, requiring no special assumptions or
approximations with the problem. However, since the method is inherently
sequential and generally requires (at a minimum) thousands of integrations to
converge, it again seems to be limited to computationally cheap models which
can be integrated in a matter of seconds.

A range of more sophisticated heuristic approaches such as very fast simulated
annealing (Jackson et al. 2004), genetic algorithms (Price et al. 2006) and
Proximal-ACCPM (Beltran et al. 2005) have also been applied to optimization
and estimation with intermediate complexity climate models. These methods
have significantly lower computational cost which allows application to at least
intermediate complexity models (with integration times of around 1 h). Perhaps
the most efficient at present is the Proximal-ACCPM method, which can achieve
good results with as few as 20 full model integrations, but it is unclear as to how
probabilistic information can be extracted from this method which directly
searches for the optimal (maximum-likelihood) parameter set.

The use of an adjoint, which efficiently calculates the gradient of the cost function
with respect to all of the control variables, can provide a highly efficient
multivariate parameter estimation method in some cases (e.g. Hall et al. 1982;
van Scheltinga & Dijkstra 2005). Moreover, it also generates a Jacobian of sensitivities which (at least in the near-linear case) can be used to provide probabilistic information. Although the construction of the adjoint code may be a rather complex task (even similar in magnitude to the creation of the model itself), automatic tools are available to help with this, and in some cases, the adjoint may already exist if a version of the climate model is also used for numerical weather prediction. However, the application of this method to climatological estimation in complex models is problematic, due to the chaotic dynamics of the models (Lea et al. 2000, 2002). In general, for a chaotic model integrated towards a climatological steady state, the gradient of the cost function is undefined everywhere, due to the fact that infinitesimal initial perturbations will grow exponentially over a long integration time. This remains the case even when the climatological response of the model to finite perturbations is close to linear. Therefore, various approximations and simplifications have to be developed for particular applications in order to generate usable results. These may include, for example, averaging over an ensemble of shorter integrations, or even direct modifications to the adjoint code through an artificially large diffusion coefficient or the use of a low-resolution non-chaotic approximation to the full model. Furthermore, the Jacobian of sensitivities which an adjoint generates are only locally valid, so in the nonlinear case there is again no clear probabilistic interpretation of this output. No general solutions are known for these problems, and these obstacles appear to have inhibited research in this direction.

4. Ensemble Kalman filter

The ensemble Kalman filter (EnKF) was introduced by Evensen (1994) as an efficient Monte Carlo approximation to the Kalman filter (Kalman 1960), which is the optimal filter for linear systems. The method is now in increasingly widespread use for state estimation problems in initial-value problems such as numerical weather prediction and ocean forecasting. A thorough description of the theory and basic methodology together with a survey of recent applications is provided in Evensen (2003). Although the EnKF has generally been used for sequential initial state estimation, parameter estimation can readily be included in the same framework, by the means of state space augmentation (Derber 1989; Anderson 2001). The principle here is that the parameters can be considered to be part of the model state alongside the conventional variables, and then the covariances sampled by the ensemble members can be used directly to update parameters in exactly the same manner as for the state variables.

The Kalman filter equations are optimal for linear systems, and this method does not suffer from the ‘curse of dimensionality’. Later, we investigate the performance in some simple nonlinear cases. The method is trivially parallelizable, at least under the generally realistic assumption that the dominant cost is in the integration of $O(100)$ models.

This method has recently been used to solve the parameter estimation problem in a range of models such as the Lorenz model (Annan & Hargreaves 2004), a simple Earth system model (Hargreaves et al. 2004), a simplified primitive equation AGCM (Annan et al. 2005b) and even a modern state-of-the-art AGCM.
with slab ocean, albeit at low resolution (Annan et al. 2005a). Figure 1 illustrates some results obtained with a simplified T21L7 AGCM (a version of the IGCM of Forster et al. 2000). The seasonally averaged differences between the control run and the target of NCEP seasonal surface air temperature fields are shown on at the top. Below, the ensemble seasonal surface air temperature fields were also used as a target in this experiment, but tuning was unable to significantly improve the model fields (not shown), thus demonstrating that there were substantial structural problems and motivating further model development.

Figure 3. Illustrating the influence of nonlinearity on the EnKF performance. (a) Model function showing the function $y = 10 \times (x/10)^k$ for three values of $k$: red, $k = 1$; blue, $k = 4$; magenta, $k = 16$. (b) The probability plot of EnKF output versus correct solution (the red line overlies the exact $x = y$ line, shown in black). (c) Distributions showing the correct posterior PDFs (solid lines) with EnKF estimates (dashed lines). Colour coding indicates $k$ (as shown in a). (a,c) Vertical lines indicate the 5 and 95% thresholds for the posterior PDFs.
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Figure 2 illustrates an application of the EnKF to the simultaneous estimation of 12 parameters in an intermediate complexity EMIC in order to investigate the stability and predictability of the long-term response of its meridional overturning circulation to various emissions scenarios (Hargreaves & Annan 2005). Despite sampling a wide range of parameter values, all the model climatologies were of a reasonably high quality in comparison to the observations used, and the root mean square (r.m.s.) error of the ensemble mean was also very similar to the results obtained by other optimization methods which have been applied to this model (Beltran et al. 2005; Price et al. submitted). Minor differences in model version and problem specification (such as uniform versus Gaussian parameter priors) prevent a direct comparison, but clearly all methods were working well when applied to this problem. In contrast, a 1000 member Latin Hypercube experiment (Edwards & Marsh 2005) with the same model failed to find a single solution comparable to any of these methods, illustrating the limitations of more naive methods. That is, it failed to produce any samples from the posterior defined by our problem specification.

The EnKF approach is only formally correct in the linear case. Of course, the linearity here refers not to the model itself (which in general will exhibit chaotic dynamics) but to the climate of the model, as a function of the control variables. Despite this theoretical limitation, it appears to produce surprisingly good solutions to problems where the exact solution is known to be strongly non-Gaussian (e.g. Zhou et al. 2006).

It is hard to validate the method in complex applications where the correct solution is not known, but we can readily investigate the effect of nonlinearity in idealized cases. For example, Annan et al. (2005b) used a simple single-variable problem with a low degree of nonlinearity to demonstrate the benefit of the iterative procedure we have developed. Here, we extend this idea to investigate the degradation of the technique with increasing nonlinearity. Our toy model here takes a single input parameter \(x\) for which we have a prior estimate \(x=10\pm 3\) (the indicated uncertainties are all one standard deviation, Gaussian and assumed independent) and generates the output \(y\) via the equation

\[
y = 10 \times \left( \frac{x}{10} \right)^{k},
\]

where \(k\) will vary between experiments.

We have a single observation \(y_o=10\pm 3\) with which we aim to improve our estimate of \(x\). For all \(k\), the posterior maximum-likelihood value is given by \((x, y)=(10, 10)\), but for \(k>1\), the model is nonlinear and the posterior is skewed. The results, shown in figure 3, are the average of 10 experiments with 10 000 ensemble members each, so as to focus solely on the influence of nonlinearity. For the case \(k=1\), the problem is linear and trivial, and the EnKF generates an accurate solution. As \(k\) increases, the posterior PDF becomes more strongly skewed and the accuracy of the EnKF solution (which is more symmetrical in shape) decreases. For the case \(k=16\), the bias in the PDF is comparable in magnitude (and of course additional to) to the \(2\sigma\) uncertainty that would also arise due to sampling error with use of a typical practical ensemble size of 100 members, as indicated by the standard formula for the sampling error of an event
of probability $p$: $\sigma^2 = p(1-p)/N$. As was noted by Zhou et al. (2006), the EnKF generally gives fairly good estimates for the mean even for nonlinear problems, with the accuracy of higher-order moments being more noticeably degraded.

We can evaluate the nonlinearity in the posterior automatically, by comparing the analysis output to the model output at the subsequent iteration. The EnKF automatically generates an ensemble of ‘analysis’ values $(x^a_i, y^a_i)$ from linear combinations of the previous iteration’s ‘forecast’ $(x^f_i, y^f_i)$. If the model is linear, the $(x^a_i, y^a_i)$ pairs should be in perfect balance. Therefore, we examine the r.m.s. error function

$$R = \sqrt{\frac{1}{n} \sum_{t} (y^a_i(t) - y^f_i(t+1))^2},$$

where $y^a_i(t)$ is the analysed output for $y$ from the $t$th iteration and $y^f_i(t+1)$ is the forecast of $y$ for the subsequent iteration. For the linear case $k=1$, $R$ is essentially the machine precision. For $k=4$, $R$ is approximately 0.30, and for $k=16$ it grows to around 0.45. The bias of the analysis versus forecast is negligible in all cases. These results suggest that it might be possible to diagnose the presence of nonlinearity and determine to what extent the results from particular experiments can be considered reliable. However, practical considerations may limit the integration time to the point that the model’s internal variability and lack of true convergence contaminates the calculation.

For strongly bimodal PDFs, such as would be generated by the function $y=x^2$ with an observation of $y_o=10$ and a prior that assigns significant probability to both high probability regions $x=\pm\sqrt{10}$, the EnKF method fails to converge, with the main mass of the ensemble instead oscillating between the two modes of the posterior. Such behaviour is easy to demonstrate in artificial situations, but has not yet been observed in any of the practical experiments we have undertaken with realistic models.

### 5. Particle filters

Particle filtering is a sequential Monte Carlo method in which the PDF is, as with the EnKF, sampled by an ensemble of models (particles). Unlike the EnKF, the particles are not directly repositioned in light of observational data, but instead likelihood-based weights are assigned to them. To compensate for the inevitable concentration of weights on very few members, regular resampling is generally required. For linear problems, the unequal weights result in the method being generally less accurate than an EnKF of similar size, but it has the advantage of being able in principle to handle nonlinear problems with no loss of precision. Zhou et al. (2006) illustrate the superior accuracy of a particle filter method over the EnKF for a highly nonlinear problem when the ensemble size is not a limiting factor. Particle filtering methods are not ideally suited for parameter estimation, since there is no direct means by which replicated particles (generated in the resampling step) become separated. However, there are techniques such as jittered resampling Liu & West (2001) which address this problem. The hybrid kernel resampling method of Anderson & Anderson (1999) offers another related avenue by which nonlinearity can be handled within the
particle/Kalman filter framework, without the need for such a large ensemble as the particle filter typically requires. Such methods have not been widely tested.

6. Emulators

A statistical emulator is a computationally efficient approximation to a complex computer code. A simple approach based on a linear interpolation was presented by Murphy et al. (2004), and a more sophisticated version is described by Rougier & Sexton (2007). Owing to the computational efficiency of the emulator, it is possible to evaluate its PDF with high precision, even using simple Monte Carlo sampling. This approach appears to have great potential for more accurate evaluation of probabilities, although the construction of the emulator is itself a complex task. Success in this research would have strong implications for the need to find efficient optimization techniques, but the ability to emulate the full multivariate output (i.e. fields of climatological variables) of a complex GCM, which would be needed for calibration and prediction of spatially resolved climate change, has not yet been achieved.

7. Conclusions

Most methods of uncertainty analysis in common use in climate science rely on large numbers of model evaluations sampled directly from prior distributions on the input parameters, and thus can only be applied to low-dimensional problems and simplified models. Even within this setting, significant improvements in efficiency can often be achieved by careful attention to sampling strategy such as the use of a Latin Hypercube.

More sophisticated estimation and data assimilation methods are based on gradient descent and other heuristics attempt to sample more effectively from the posterior (defined by some measure of fit to observational data). The methods are generally flexible, optimal (in the sense of correctly solving an arbitrary problem, given adequate computational resources) and simple to implement, but are still usually too expensive for application to state-of-the-art models. The EnKF is highly parallelizable and requires relatively few model integrations, but it is only approximate in the nonlinear case, and the validity and accuracy of its approximation in real applications remains rather uncertain. However, it has proven very effective in at least finding well-calibrated solutions across a wide range of applications, and the more general particle filter or variants such as kernel resampling may have the potential to address its main limitations. The Bayesian emulator approach demonstrated by Rougier & Sexton (2007) appears to be a highly promising alternative for the future.
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