Negative spherical aberration ultrahigh-resolution imaging in corrected transmission electron microscopy
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Aberration-corrected transmission electron microscopy allows us to image the structure of matter at genuine atomic resolution. A prominent role for the imaging of crystalline samples is played by the negative spherical aberration imaging (NCSI) technique. The physical background of this technique is reviewed. The especially high contrast observed under these conditions owes its origin to an enhancing combination of amplitude contrast due to electron diffraction channelling and phase contrast. A number of examples of the application of NCSI are reviewed in order to illustrate the applicability and the state-of-the-art of this technique.
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1. Introduction

With the realization of the Rose corrector (Rose 1990; Haider et al. 1998; Uhlemann & Haider 1998), the old dream of electron optics to be able to construct spherical aberration-corrected lens systems has come true. Today, a new generation of commercial transmission electron microscopes is on the market making aberration-corrected high-resolution imaging available to a growing group of researchers, in particular, in materials science. The work that has been carried out using aberration-corrected electron microscopy in this field in the past 10 years has recently been reviewed (Urban 2008). With the extraordinary results presented therein, this study has demonstrated the potential of the new technology. On the other hand, it has also shown that the techniques which have to be applied to obtain optimum results are quite elaborate and are by far not routine. Interesting, also from a science-sociological point of view, is the fact that the general scientific community appears not to be prepared for the new qualities offered by aberration-corrected transmission electron microscopy.
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One contribution of 14 to a Discussion Meeting Issue ‘New possibilities with aberration-corrected electron microscopy’.
In particular, there are four facts that materials scientists outside the electron microscopy community should take note of. The first concerns the circumstance that now, for the first time, genuine atomic resolution is available. Not every ‘image’ published in the past that showed a grating of black or white dots was actually an atomic resolution image. In contrast to the bulk of the previous work, it is possible today not only to separate atomic columns (imaged end-on) from each other laterally, but also to measure the position of individual atom columns with a precision of up to about a hundredth of an atomic diameter and to determine the occupancy of a given column with atoms. This is equivalent to local concentration measurements on the atomic scale (Jia et al. 2003; Jia & Urban 2004; Houben et al. 2006). The second fact is that, in transmission electron microscopy, atomic structures are not imaged in a way comparable to that typical for microscopy in light optics where the information is largely obtained by exploiting the locally varying absorption of light in the sample. This erroneous view is surprisingly quite common, and it is at the origin of the problem that, quite frequently, electron microscopic results are not only underestimated in value, but also quite often misinterpreted. The atomic world is that of quantum mechanics, and in these dimensions, the term image loses its conventional meaning. Much of the contrast is ultimately based on quantum mechanical phase shifts experienced by the electron wave field by interaction with the interatomic potential. To deduce the atomic structure backward from images is, hence, a highly nonlinear problem that is not easy to solve. In general, this includes at least two steps: (i) to retrieve the electron wave function at the exit plane (EPWF) of the specimen and (ii) to find an atomic model for which, taking into account the sample parameters (in particular thickness and crystallographic orientation) and the imaging conditions, quantum mechanics yields an EPWF matching the experimental one (e.g. Stadelmann 1987; Tillmann, et al. 2004; Urban et al. 2008). The third fact is that, again in contrast to light microscopy in which total elimination of aberrations is the standard in precision optics, imaging in the fully spherical aberration-corrected mode, although technically feasible, is never used. In order to get access to the quantum mechanical phase shifts of the electron wave function, a certain, well-defined amount of residual spherical aberration has to be adjusted, on purpose, to optimize contrast. Finally, the general physics community should take note that there is a basic difference between resolution (in general defined by the Rayleigh criterion) and precision. Although this is the subject of undergraduate courses in optics, it appears difficult to accept that the new electron microscopes offering a Rayleigh resolution of 0.08 nm allow atomic shifts as small as a few picometres to be measured reliably, which is by more than an order of magnitude better (den Dekker et al. 1999, 2005; Van Aert et al. 2005; Houben et al. 2006). Actually, it is this extremely high precision of atomic position measurements that provides materials science with extraordinary new opportunities (Jia et al. 2008).

In this contribution, we shall discuss some of the above issues briefly, as far as this is feasible, taking into account space limitations. On the other hand, this discussion provides the background for the treatment of the negative spherical aberration imaging (NCSI) mode that provides materials science with contrast surpassing that is offered by other conventional techniques. The NCSI mode is unique to aberration-corrected transmission electron microscopy and cannot be realized in classical uncorrected instruments.
2. The principles of atomic resolution imaging

(a) Resolution and point spread

We treat the case of a crystalline specimen. This is illuminated by an electron plane wave with an incident wave vector $k_0$,

$$\psi(\mathbf{r}) = \exp(2\pi i k_0 \cdot \mathbf{r}).$$  \hfill (2.1)

On its way through the specimen, this wave field interacts with the interatomic potential $V(\mathbf{r})$. Taking into account the high electron energy of typically 200–300 keV, the electron wave function $\psi(\mathbf{r})$ in the crystal represents a solution of the relativistic Dirac equation. In a small-angle scattering approximation, spin polarization can be neglected and the equation adopts a Schrödinger-type form with relativistically corrected mass and wavelength (Reimer 1984; Williams & Carter 1996; Spence 2007).

At the exit plane of the specimen, the interior wave field decomposes into a superposition of plane waves. This electron EPWF is, for simplicity, written as a Fourier integral,

$$\psi(\mathbf{r}) = \int_g \psi(g) \exp(2\pi i g \cdot \mathbf{r}) \, d\mathbf{g}. \hfill (2.2)$$

The individual components are characterized by the reciprocal vector $g$ representing the spatial frequency, with $\mathbf{r}$ denoting the general position vector. The EPWF contains all the information on the specimen we can get; its elucidation is the object of the following optics. The wave field passes through the electromagnetic lens and we obtain an intensity distribution in the image plane given by the Poynting vector that, again in a small-angle approximation, is proportional to the probability density, i.e. the absolute square of the wave function,

$$I(\mathbf{r}) \propto \frac{i\hbar}{4\pi m} (\psi \nabla \psi^* - \psi^* \nabla \psi) \propto \psi^* \psi, \hfill (2.3)$$

where $\hbar$ is Planck’s constant and $m$ is the electron mass.

If the lens shows aberrations, these have the effect that the individual components $\psi(g)$ of the EPWF are to be multiplied by the phase factor

$$\exp(-2\pi i \chi(g)), \hfill (2.4)$$

where

$$\chi(g) = \frac{1}{4} C_s \lambda^3 g^4 + \frac{1}{2} Z \lambda g^2 + \cdots \hfill (2.5)$$

is the wave-aberration function. It is approximated here by writing it in two terms. In modern ultrahigh-resolution studies, up to 14 terms have to be considered (Uhlemann & Haider 1998; Saxton 2000; Lentzen 2006). The first is due to spherical aberration, with $C_s$ and $\lambda$ representing the spherical aberration parameter and the electron wavelength, respectively. The second term is the lens defocus contribution, with $Z$ denoting the defocus parameter.

The result is then an aberration-modified wave function giving rise to a correspondingly modified intensity distribution in the image plane. The presence of aberrations has the consequence that a point in the object plane is not imaged.
into a sharp point in the image plane, but rather into an error or point spread
disc whose radius is given by the point spread function,

\[ R = \max \left| \frac{\partial \chi}{\partial g} \right| = \max \left| C_s \lambda^3 g^3 + Z \lambda g + \cdots \right|, \quad (2.6) \]

where the maximum has to be taken over the whole range of spatial frequencies
contributing to the image (Reimer 1984; Lichte 1991).

It is obvious that, if the aberration function, as a result of perfect aberration
correction, adopts the value zero, point spread vanishes, which is formally
(neglecting other resolution-limiting effects) identical to the description that
one obtains for an ideal Gaussian image of arbitrarily high resolution. However,
resolution is only a necessary but not sufficient condition. Imaging also requires
contrast.

\((b)\) Contrast

On the one hand, with the fast computers available today, it is not a problem
to plug a certain potential \(V(r)\), together with the specimen thickness, the
imaging conditions and the lens properties into one of the various available
computer codes to calculate the image intensity distribution. This fully dynamical
image simulation is standard in today’s practical high-resolution imaging (all the
computed images shown in the following are obtained this way). On the other
hand, in order to get insight into particular features of the image formation, it is
common practice to treat special cases. First, for all realistic specimen thicknesses
employed in transmission electron microscopy, a reduction in the total integrated
intensity, corresponding to actual losses of electrons inside the specimen by
particle absorption, can be excluded. In the following, we treat the two types
of contrast, amplitude and phase contrast, separately. This is for clarity only, as,
in general, both occur together in a convoluted manner.

We start the discussion, as usual, with phase contrast. This means that access
to the specimen structure is obtained by exploiting the information contained in
the locally varying phase of the EPWF. The underlying phase shift is introduced
by the interaction of the wave field with the interatomic potential. In a more
intuitive description, the atoms, owing to their electric field, are acting as
regions of different refractive index. As in light microscopy under phase contrast
conditions (Zernike 1942a, b), the problem arises that the atomic phase contrast
has to be converted into visible amplitude contrast. In light microscopy, the phase
shifts are small, whereas the phase shifts in electron microscopy, depending on
the atomic number and the specimen thickness, can be quite large. Nevertheless,
for simplicity, the weak phase object (WPO) approximation is generally applied
(e.g. Reimer 1984; Williams & Carter 1996; Spence 2007). Schematically, the
conditions can be illustrated in the Gaussian complex number plane (figure 1a).
The incident wave is characterized by an arrow along the real axis. The diffracted
wave is characterized by a vector along the imaginary axis, which takes account
of the fact that the basic phase shift of a diffracted wave is \(\pi/2\) with respect
to the incident wave. The sum of both results is a vector rotated in the
mathematically positive direction by a small angle, but of essentially the same
amplitude as that of the incident wave. By means of the Zernike technique
in light microscopy, an additional \(\pi/2\) phase shift is imposed on the scattered
Figure 1. Amplitudes and phases in the Gaussian complex-number plane illustrating phase contrast in a WPO. The vector of the incident wave $V_{\text{in}}$ is pointing along the real axis and that of the scattered wave $V_{\text{diff}}$ along the imaginary axis. The basic phase shift of the diffracted wave is $+\pi/2$. (a) In the Zernike technique (Zernike 1942a, b) for positive phase contrast, an additional $+\pi/2$ phase shift is applied to the diffracted wave. The vector sum $V_{\text{res}}$ yields a vector with reduced modulus. In electron microscopy, atom positions appear dark on a bright background. (b) For negative phase contrast, the corresponding additional phase shift is $-\pi/2$. Atom positions appear bright on dark background. In conventional transmission electron microscopy, only (a) is feasible. Case (b) applies to NCSI conditions in an aberration-corrected instrument.

Figure 2. The value of the PCTF as a function of spatial frequency $g$. (a) Plot of $-\sin 2\pi \chi(g)$ for an uncorrected microscope. $\chi(g)$ is the wave aberration function according to equation (2.5). According to Scherzer (1949), the modulus is close to 1 for a range of $g$ up to $g_S$, i.e. the Scherzer point resolution limit. (b) Plot of $\sin 2\pi \chi(g)$ (solid line) for NCSI conditions in the aberration-corrected instrument (Lentzen 2004); the region of optimized contrast expands up to the information limit $g_I$. The amplitude contrast transfer function (ACTF) $\cos 2\pi \chi(g)$ is also given (dashed line).

wave by the so-called $\lambda/4$ plate. Now, summing up yields a substantially shorter resulting vector and a corresponding intensity reduction in the image. As a result, the scattering regions give a dark contrast on bright background. This is called positive phase contrast.

In spite of some progress, Zernike-type $\lambda/4$ phase shifters are not yet available in electron microscopy. Following Scherzer (1949), the spatial frequency-dependent phase-shifting qualities of the lens aberration function (equation (2.5)) are exploited to bring about the quested contrast. According to Scherzer (1949), contrast is proportional to $\sin 2\pi \chi(g)$. The corresponding optimized phase contrast transfer function (PCTF) is displayed in figure 2a for an uncorrected instrument. Since the impact of aberrations has to be used to induce contrast, the latter is obtained at the expense of an increase in point spread (equation (2.6)). In colloquial language, one would say that the cost for obtaining contrast is that the image becomes unsharp to a certain extent. The corresponding PCTF for an aberration-corrected instrument, still maintaining the WPO approximation, was derived by Lentzen et al. (2002). While in Scherzer’s original treatment, where the only variable one can dispose of is the lens defocus $Z$, aberration correction offers an additional degree of freedom, the spherical aberration parameter $C_s$.  
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**Table 1.** Typical optimum values for the spherical aberration parameter $C_{s,\text{opt}}$, the defocus parameter $Z_{\text{opt}}$, the radius of the point spread function $R_{\text{opt}}$, calculated by employing equations (2.7) to (2.9) and the respective values $g_I$ for the information limit of 200 and 300 keV instruments.

<table>
<thead>
<tr>
<th>$e$, energy (keV)</th>
<th>$g_I^{-1}$ (nm)</th>
<th>$C_{s,\text{opt}}$ ($\mu$m)</th>
<th>$Z_{\text{opt}}$ (nm)</th>
<th>$R_{\text{opt}}$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.12</td>
<td>31</td>
<td>-10</td>
<td>0.07</td>
</tr>
<tr>
<td>300</td>
<td>0.07</td>
<td>7.5</td>
<td>-4.5</td>
<td>0.04</td>
</tr>
<tr>
<td>300</td>
<td>0.05</td>
<td>1.9</td>
<td>-2.3</td>
<td>0.03</td>
</tr>
</tbody>
</table>

This means that, against intuition, it is not meaningful to compensate spherical aberration entirely to zero, but to adjust the instrument for a defined amount of residual aberration. Together with the defocus parameter, this allows us to further optimize conditions compared with Scherzer’s theory. In fact, one can minimize point spread, reduce the low-contrast (poor transfer) region at small spatial frequencies and eliminate the contrast oscillations between $g_S$ and $g_I$. Here, $g_S$ is the spatial frequency corresponding to Scherzer’s point resolution and $g_I$ denotes the spatial frequency marking the information limit determined by partial temporal coherence. This, in turn, is limited by the energy spread of the electron source and by fluctuations of the electron energy and the objective lens current (Hanszen & Trepte 1971; Reimer 1984; Barthel & Thust 2008). The optimum settings for phase contrast in an aberration-corrected instrument are

$$C_{s,\text{opt}} = +\frac{64}{27} (\lambda^3 g_I^4)^{-1},$$ (2.7)

$$Z_{\text{opt}} = -\frac{16}{9} (\lambda g_I^2)^{-1}$$ (2.8)

and

$$R_{\text{opt}} = \frac{16}{27} g_I^{-1}.$$ (2.9)

The corresponding PCTF is shown in figure 2b. Typical values for $C_{s,\text{opt}}$, $Z_{\text{opt}}$ and $R_{\text{opt}}$ are given in table 1. With typical values of 0.5–1.2 mm for $C_s$ in an uncorrected instrument, it is evident that the residual value required for contrast is only a few per cent of the original value of the spherical aberration parameter. A corresponding treatment including variable higher-order aberrations is given in Lentzen (2008).

### 3. Imaging under negative spherical aberration imaging conditions

(a) **Enhanced contrast for imaging under negative spherical aberration conditions**

So far, the treatment of Lentzen et al. (2002) is still conservative with respect to the direction of the Zernike phase shift adjusted to induce contrast. This means that, according to equations (2.7) and (2.8), positive phase contrast is obtained by which atomic positions appear dark on a bright background.

In early 2001, C.-L. Jia (2001, unpublished data) observed for the first time extraordinarily high contrast in SrTiO$_3$, with atomic positions appearing bright on dark background for certain settings of the electron microscope’s aberration
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Figure 3. Experimental image of SrTiO$_3$ taken along the [1 1 0] zone axis. All three atomic species are visible (see inset).

corrector. This observation was reported in the Materials Research Society Spring Meeting in San Francisco in April 2001 (K. W. Urban & C.-L. Jia 2001, unpublished data; see also fig. 7.2 in Spence (2007)). Shortly afterwards, it was shown by C.-L. Jia (2001, unpublished data) by means of image simulations that the contrast of these images, according to the definition ‘negative phase contrast’, is due to an overcompensation of spherical aberration of the objective lens, i.e. the contrast is due to imaging under negative spherical aberration conditions. Such a type of imaging mode had neither been used before nor had it been predicted or treated theoretically.

Figure 3 shows an experimental image of SrTiO$_3$. All atomic positions are visible (first prerequisite of full atomic resolution), including oxygen. Before, oxygen could never be seen directly in electron microscopic images. It was only accessible (Coene et al. 1991; Jia & Thust 1999; Kisielowski et al. 2001) via the EPWF reconstruction technique based on the exploitation of the information content of a series of about 20 images taken under different defocus conditions. Figure 4a–c shows simulated images for $C_s = 0\,\mu\text{m}$, $+40\,\mu\text{m}$ and $-40\,\mu\text{m}$ for different defocus values and sample thicknesses at an electron energy of 200 keV. Figure 4d shows a direct comparison of the situation for positive $C_s$, combined with the usual underfocus (negative values of $Z$), and of that for negative $C_s$ and overfocus (positive values of $Z$). Oxygen can definitely not be imaged at all parameter settings for positive phase contrast. This means that positive phase contrast does not supply us with full atomic details, in spite of the fact that the corrected optics is clearly sufficient to resolve the oxygen–titanium atom separation of 0.138 nm.

The enhanced contrast under negative spherical aberration imaging conditions compared with the corresponding positive spherical aberration conditions (figure 4d) is obvious. In order to get away from the ‘positive’ or ‘negative’
Figure 4. (a–c) Simulated images for $C_s = 0 \mu m$, $+40 \mu m$ and $-40 \mu m$, respectively, for different defocus values $Z$ and sample thicknesses at an electron energy of 200 keV. (d) A direct comparison of the positive and negative $C_s$ situation in which, in the $-C_s$ case, overfocus (positive values of $Z$) and, in the positive $C_s$ case, the usual underfocus (negative values of $Z$) is applied. The frame is used as a guide for the eye for same sample thickness.
phase contrast terminology (for the background of this terminology, e.g. see Williams & Carter 1996), we use for this new technique the term ‘negative spherical aberration imaging’.

(b) The origin of contrast enhancement under negative spherical aberration imaging conditions

First results employing the NCSI technique were published by Jia et al. (2003). This was followed by a more elaborated treatment of the physical background by Jia et al. (2004). Within the framework of the linear treatment of contrast for a WPO (Lentzen et al. 2002), inverting the sign of $C_{s,opt}$ changes the positive to negative phase contrast, but does not yield any contrast enhancement. This can be concluded by comparison of figure 4b with figure 4c for rather small specimen thicknesses, for which the WPO approximation can be considered adequate. This situation corresponds to figure 1b. The vector for the diffracted wave is now tilted clockwise, i.e. in the mathematically negative sense, leading to enhanced intensity at scattering positions.

In order to arrive at an understanding of the contrast enhancement under NCSI conditions, two assumptions of the classical contrast theory of Scherzer (1949) have to be abandoned. The first is the WPO approximation. From figure 4, we can easily recognize that, at realistic sample thicknesses (approx. 1–10 nm), the WPO is inadequate and only a fully dynamical treatment of the electron scattering and imaging problem can give us an adequate description. The second is an approximation not yet discussed and this is the weak amplitude object (WAO) approximation (compare the treatment in Reimer (1984)).

If the specimen has an amplitude structure leading to a locally varying amplitude of the electron EPWF, amplitude contrast occurs. As we shall see below, such amplitude structure can occur owing to the quantum mechanics inside the specimen, even in cases in which classical electron absorption by matter can be neglected. In the linear theory (Scherzer 1949), the resulting amplitude contrast is proportional to $\cos 2\pi \chi (g)$. Ideally, in the case of $\chi (g) = 0$, i.e. full compensation of spherical aberration and zero defocus, no phase contrast but optimum amplitude contrast is expected. The transfer function for amplitude contrast for NCSI conditions is displayed schematically in figure 2b.

By inspection of the centre of figure 4a, $C_s = 0$ and $Z = 0$, we recognize that there is essentially no contrast at all at very low specimen thickness, where the WAO approximation is fulfilled best. Since, under these conditions, amplitude contrast, if there is any at all, should be seen best: we can conclude that there is no amplitude structure taking effect at these thicknesses. However, the situation changes at larger sample thicknesses. Under these conditions, neither the WPO nor the WAO is justified. Therefore, a discussion in which amplitude and phase contrast contributions are treated separately can only be qualitative at best. Of some help for this can be to neglect phase contrast and to carry out a Bloch wave calculation for estimating the local variation in the electron current density at the exit plane of the specimen. This approach is taken in the treatment of electron diffraction channelling (Howie 1966; Urban & Yoshida 1979; Van Dyck & Op de Beeck 1996). As has been discussed (e.g. Van Dyck & Op de Beeck 1996) for many cases, the situation is quite well described by treating the individual atomic columns independently. This allows us to calculate...
Figure 5. Schematic illustrating the effect of electron diffraction channelling on the local electron current density distribution for three different sample thicknesses. At the sample entrance surface, the electron current density distribution is assumed to be laterally uniform. The atom rows (respectively the interatomic potential) ‘focus’ the electrons towards the atomic strings. This leads to enhanced current density at the atom positions with the maximum at a depth of $\xi/2$, where $\xi$ is the extinction distance, at the expense of that in between the atoms. This induces an amplitude structure of the sample. At large sample thicknesses, the current density at the atom positions decreases again and ideally the current density becomes uniform again at depth $\xi$. Note that the extinction distance depends on the atomic species forming the atom string.

In the Bloch wave formalism, it is straightforward to calculate the extinction distance,

$$\xi = (k^{(i)} - k^{(j)})^{-1},$$

where $k^{(i)}$ and $k^{(j)}$ denote the eigenvalues of the two most excited Bloch states (Reimer 1984). Solving numerically the corresponding eigenvalue problem, we find $\xi_{\text{Sr}} \approx 14 \, \text{nm}$ for an Sr atom column, $\xi_{\text{Ti}} \approx 38 \, \text{nm}$ for a Ti column and an even larger value for oxygen columns. Comparing this result with the atom column intensities in figure 4a (centre), we find that the atom positions appear brightest at depths of odd multiples of half the extinction distance, i.e. 7 nm for Sr and 19 nm for Ti. At larger depths, the contrast decreases again. This means that, at $C_s = 0$ and $Z = 0$, the contrast is essentially determined by electron diffraction channelling-induced amplitude contrast (Lentzen 2004). Or, in more classical terms, the specimen exhibits a thickness–dependent ‘amplitude structure’, giving rise to corresponding amplitude contrast if the sample thickness is in a suitable range.

Now let us focus on figure 4d. We find that, even when amplitude as well as phase contrast determine the image intensity distribution, we can recognize the effect of electron diffraction channelling. At moderate thicknesses, around 3 nm
(framed in the figure), the intensity at the Ti and O positions is still increasing, while that at Sr positions adopts a maximum. We note that, in between the atom positions, the intensity drops to very low values, which can be explained by the fact that, owing to the concentration of the electrons towards the atomic strings, the electron density is enhanced at those positions at the expense of that in between these strings.

Now it becomes evident that the strong contrast under NCSI conditions is due to additive contributions of both amplitude and phase contrast. On the one hand, the amplitude contrast increases, at moderate specimen thicknesses, at the atom positions. The negative phase contrast, leading to bright atom contrast at these positions, enhances the signal strength at the atom positions. On the other hand, the diffraction channelling effect reduces the electron density in between the atom positions. In this way, the contrast is enhanced.

We note that the contrast conditions are rather robust with respect to a variation in defocus and specimen thickness. In figure 4d, overfocus values of 6–13 nm and thickness values between 1.5 and 7 nm clearly show that the NCSI contrast allows us to image oxygen and thus to obtain full atomic resolution, which otherwise cannot be obtained directly. We also note that the adjusted value of $C_s$ can vary over a wide range. Even a deviation of 30 per cent of the calculated optimum value does not destroy the high-resolution contrast, although it certainly changes the absolute contrast behaviour. The robustness of the bright-atom contrast conditions with respect to variations in defocus, spherical aberration and specimen thickness can be well explained by the tolerance limits for the respective aberration setting (Uhlemann & Haider 1998; Jia et al. 2004) and by the weak phase-variation of the scattered wave in a two-level channelling model of electron diffraction (Lentzen 2004). Therefore, we conclude that, in order to exploit the opportunities for direct atomic imaging offered by spherical aberration-corrected electron microscopy in crystalline specimens, NCSI conditions should be employed. Although the absolute values of $C_s$ and of the other imaging parameters are important for quantitative contrast evaluation, this imaging mode per se does not make high demands with respect to the adjustment of particular values of these parameters.

(c) Supporting arguments for the background of negative spherical aberration imaging

The reader is reminded that the aforementioned arguments are based on a discussion in which a complicated dynamical scattering situation is substantially simplified to elucidate certain aspects of contrast formation. However, the details can only be explored by the numerical solution of the complete quantum mechanical and optical problem whose results are given in figure 4. However, the possibilities for an intuitive understanding of these results are rather limited as the intricate phase relations of the constituents of the electron wave field do not lend themselves to a simple interpretation. Two more issues appear to be useful for a more intuitive understanding of the background of NCSI conditions.

Jia et al. (2004) have studied the effect of linear imaging on NCSI. Their numerical simulations show that neglecting the cross terms in the calculation of the image intensity (typical for the WPO and WAO approximation) destroys the
Figure 6. Illustration of the additive and subtractive contribution of the nonlinear term in equation (3.5) to the contrast at an atomic position. Intensity traces $I(x)$ across atomic positions: (a) conventional case of ‘positive’ phase contrast with atoms appearing dark on a bright background and (b) NCSI conditions yield bright, i.e. negative, phase contrast on a dark background. The nonlinear term takes account of the diffraction channelling effect depicted in figure 5, enhancing contrast.

particular contrast enhancement. This clearly proves that NCSI is a technique particularly suited for material research samples of realistic thicknesses, which are, apart from special cases, not ‘weak’ in the sense of linear contrast theory.

The second issue concerns an intuitive argument originally suggested by A. Thust (2004, unpublished data) and described by Jia et al. (2004). A simple picture can be gained if an ideal Zernike phase plate is assumed for both imaging modes (Jia et al. 2004), that is, transmission of the direct, unscattered wave $\psi_0$ with a coefficient of 1 and transmission of the scattered wave,

$$\psi_{\text{sc}}(r) = \pi i \lambda U(r) t,$$

where $U(r)$ denotes the projected crystal potential and $t$ is the specimen thickness. The exit wave in the object plane,

$$\psi_{\text{obj}}(r) = \psi_0 + \pi i \lambda U(r) t,$$

is altered by the phase plate to the exit wave in the imaging plane,

$$\psi_{\text{im}}(r) = \psi_0 \mp \pi \lambda U(r) t,$$

with a coefficient of $+i$ for positive phase contrast and $-i$ for negative phase contrast. The resulting image intensity to second order in $U(r)$ is

$$I(r) = \psi_0^2 \mp 2\pi \psi_0 \lambda U(r) t + (\pi \lambda U(r) t)^2.$$  

The upper sign holds for positive phase contrast and the lower sign for negative phase contrast, and a common phase of $\psi_0$ and $\psi_{\text{sc}}(r)$ has been chosen to set $\psi_0$ to a real value. Figure 6 displays the intensity traces across an atom column site. The comparison of these two cases shows that the linear contribution and the quadratic contribution have a different sign for positive phase contrast. On the one hand, the local intensity modulation at an atom column site becomes weak because the linear modulation (second term in equation (3.5)) is partially cancelled by the nonlinear modulation (third term). On the other hand, the linear contribution and the quadratic contribution have the same sign for negative phase contrast. As a consequence, the local intensity modulation at an atom column site is strong because linear and nonlinear modulations reinforce each other. In other words, setting up a negative spherical aberration combined with an overfocus.
enhances the atomic contrast compared with a setting with positive spherical aberration and underfocus. The above argument holds for ‘not so weak’ objects where, in contrast to the case of ‘weak’ objects (where the second-order term is neglected), terms up to second order are maintained in equation (3.5).

4. Examples of the application of negative spherical aberration imaging to materials problems

(a) Illustrative examples in materials science and solid-state chemistry

In order to illustrate the general applicability of this new technique, Figures 7–10 display four additional cases of experimental NCSI imaging, in GaN, at an Si/SrTiO₃ interface (Mi et al. 2008), in the incommensurate misfit layer compound (PbS)₁.₁₄NbS₂ (Garbrecht et al. 2008) and in ZnO doped with In₂O₃ (Svete et al. 2007). Also in other compounds, composed of high-nuclear charge with low-nuclear charge atom species, science has been ‘blind’ so far with regard to imaging the latter. Besides the oxides another example is GaN. As demonstrated by figure 7, full atomic resolution, including the imaging of nitrogen, is now available. At the Si/SrTiO₃ interface (figure 8), a monolayer of SrO faces the terminating plane of silicon. The strontium atoms are located above the face centre of four silicon atoms in the terminating plane, and the oxygen atoms are located directly above the terminating silicon atoms. According
Figure 8. Si/SrTiO$_3$ interface in: (a) [1 1 0] and (b) [1 1 0] projection. In SrTiO$_3$, all the atomic species, Ti (squares), Sr (white filled circles) and O (black filled circles) can be seen. The last Si atom (open circles) layer can be inferred from a measurement of the vertical lattice row separations (Mi et al. 2008). Note that the images show some contrast artefacts in the weak intensity background. These result from the low transfer of low-spatial frequency information expressed by the particular shape of the PCTF of figure 2b. The particular transfer properties and their effect on the resulting images are discussed by Lentzen (2004) and Tillmann et al. (2004).

Figure 9. Incommensurate misfit layer compound (PbS)$_{1.14}$NbS$_2$. The individual atomic species are indicated. As inferred from a Gaussian regression analysis, the horizontal atom pair separation $a = 0.286$ nm and, according to a Gaussian regression analysis, the vertical atom separation $c = 0.314$ nm can be measured at a precision of $\pm 6$ pm (Garbrecht et al. 2008).

to first-principles calculations, this interface structure, not observed before, has particularly low energy (Zhang et al. 2003). This study is a particular illustrative example for the new qualities of the work that is now possible at full atomic resolution. In fact, the structure of the Si/SrTiO$_3$ interface has, in search of interfaces with technically important high band offsets, been the
subject of numerous theoretical treatments. However, the limited resolution of the earlier experimental work and the problems arising from the fact that oxygen could not be imaged so far did not allow us to distinguish between the different structural models suggested. High-resolution electron microscopy of (PbS)$_{1.14}$NbS$_2$ is particularly challenging because of special structural features associated with this incommensurate misfit layer compound. The layer interfaces are incommensurate in one in-plane direction because of the different periodicities of the adjacent lattices. Also, light (S) and heavy atom columns (alternating Pb and S) occupy opposite positions at each interface. Garbrecht et al. (2008) showed that imaging of the complete projected crystal structure, including atomic column positions at the interfaces, becomes only possible by applying NCSI conditions (figure 9). Further investigations revealed that interface phenomena, such as inhomogeneities, layer distortions and stacking disorder, which so far could only be investigated by spatially averaging X-ray diffraction techniques, can now be quantitatively analysed on a local scale. The NCSI image of ZnO doped with In$_2$O$_3$ shows an inversion domain boundary (IDB) parallel to the basal plane of ZnO (figure 10). The positions of all atomic columns can be accessed, and coordination polyhedra can be drawn in. The IDB is characterized by a closely packed indium layer, and the octahedral coordination of indium by oxygen can be deduced (Svete et al. 2007).

(b) Measuring ferroelectric domain walls in PZT

PZT, which stands for Pb(Zr$_{0.2}$Ti$_{0.8}$)O$_3$, is a technical ferroelectric, widely used, for instance, in the form of thin films in ferroelectric memories. Data storage is performed by switching the ferroelectric polarization. The polarization state migrates through the specimen, and areas of different polarization are separated.
Figure 11. Pb(Zr$_{0.2}$Ti$_{0.8}$)O$_3$ imaged along the [1 1 0] direction. The inset on the left-hand side shows that the horizontal Zr/Ti atom rows are shifted towards the respective Pb atom row above the Zr/Ti row. O is shifted even more, thus becoming no longer collinear with the Zr/Ti rows. This indicates that the material is ferroelectrically polarized. The polarization vector $\mathbf{P}_\text{S}$ is pointing downwards. The inset on the right-hand side shows opposite atomic shifts. The direction of the polarization vector is upward. The dotted line shows the appertaining ferroelectric inversion domain wall. With respect to the atomic structure, the inclined domain wall sections consist of vertical transversal and horizontal longitudinal domain wall segments. As a result, they are uncharged. The horizontal sections are longitudinal domain walls that are charged.

by domain walls in which the state of polarization changes from one direction to the other. So far, it was not possible to study these domain walls on an atomic scale owing to a lack of resolution.

Figure 11 displays a high-resolution electron micrograph taken under NCSI conditions (Jia et al. 2008). The insets are magnifications that allow us to identify the individual atomic species and to have a closer look at the particular position of the atomic sites. The individual atomic sites are indicated. Evidence for the polarized state can be obtained by inspection of the individual atomic sites in the unit cell. In the left-hand inset, the Zr/Ti (mixed) sites are shifted towards the upper vertical Pb atom row. The O atoms are shifted even further. As a result, they are no longer collinear with the Zr/Ti atom row. According to the definition, the polarization vector there is pointing downwards. In the inset on the lower right, the shifts are in the opposite direction and, as a consequence, the polarization vector is inverted. In between, we have a 180$^\circ$ inversion domain wall (broken line).

The oblique parts of the wall are made up of transversal segments and very short longitudinal segments. They are essentially uncharged since the electric fields characterized by the polarization vectors of the adjoining boundary segments just cancel each other. In the horizontal segments of the domain wall, the polarization vectors are, across the wall, meeting head-to-head. As a result, in the wall, the electric fields do not cancel and the boundary is charged. This is a surprising observation since, owing to their high field energy, longitudinal
domain walls were thought not to be able to exist. Since we have genuine atomic resolution, we have access to each individual atomic position in this ⟨110⟩ projection. This allows us to make individual measurements of the atomic shifts.

Figure 12a shows, for a longitudinal domain wall, the results of the measurements of the atomic shifts of the O and Zr/Ti atoms out of their symmetry positions with single atom column resolution. The atomic separations were measured fitting two-dimensional Gaussians to the atomic intensity maxima (Houben et al. 2006). The Gaussian regression analysis indicates a precision of better than ±5 pm (for a 95% confidence level). This wall is rather extended, about 10 lattice constants. From these measurements, we can infer that this kind of domain wall reduces the field energy by increasing its width substantially over that of the transversal wall whose width amounts only to about a single unit cell distance (Jia et al. 2008).

Figure 12b shows the value of the macroscopic spontaneous polarization \( P_S \) calculated from the measured atomic shifts, employing values for the effective charges of the ions given by Zhong et al. (1994). Indeed, exploiting the potential of the new ultrahigh-resolution techniques, we can determine local physical properties, for cases where these depend on structure and atomic displacements, directly from measurements of shifts of the individual atom positions. This fulfils an old dream in materials science to be able to obtain a direct link between atomic level information and macroscopic properties.
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