Quantum computers, which process information encoded in quantum mechanical systems, hold the potential to solve some of the hardest computational problems. A substantial obstacle for the further development of quantum computers is the fact that the lifetime of quantum information is usually too short to allow practical computation. A promising method for increasing the lifetime, known as dynamical decoupling (DD), consists of applying a periodic series of inversion pulses to the quantum bits. In the present review, we give an overview of this technique and compare different pulse sequences proposed earlier. We show that pulse imperfections, which are always present in experimental implementations, limit the performance of DD. The loss of coherence due to the accumulation of pulse errors can even exceed the perturbation from the environment. This effect can be largely eliminated by a judicious design of pulses and sequences. The corresponding sequences are largely immune to pulse imperfections and provide an increase of the coherence time of the system by several orders of magnitude.
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1. Introduction

During the last decade, it was shown that quantum mechanical systems have the potential for processing information more efficiently than classical systems [1–4]. However, it remains difficult to realize this potential because quantum systems are extremely sensitive to perturbations. These perturbations arise from couplings to external degrees of freedom and from the finite precision with which the systems can be realized and controlled by external fields. This loss of quantum information to the environment is called decoherence [5]. Different results show that a state is more sensitive to decoherence as the number of qubits increases [6–13]. This is also manifested by the impossibility to time reverse a quantum evolution when an initially localized excitation spreads out [14–17]. As the information is distributed over an increasing number of qubits, the evolution becomes more sensitive to perturbations [17,18]. In a similar vein, this increase of the sensitivity with the system size limits the distance over
which one can transfer information or analogously limits the number of qubits that one can control reliably [19,20]. This is manifested as a localization effect for the quantum information [19–27]. In order to overcome these limitations and implement quantum information processing (QIP) with large numbers of qubits, methods for reducing decoherence have to be developed.

One can tackle the problem by correcting the errors generated by the perturbations, but this is only possible if the perturbation is small enough to keep the quantumness of the system [28–30]. Therefore, one needs first to reduce the perturbation effects. The pioneering strategies for reducing decoherence were introduced in the nuclear magnetic resonance (NMR) community, in particular by Erwin Hahn who showed that inverting a spin-$\frac{1}{2}$ system (a qubit) corresponds to an effective change of the sign of the perturbation Hamiltonian and therefore generates a time reversal of the corresponding evolution [31]. This leads to the formation of an echo that later was formalized as a Loschmidt echo [18]. These manipulations were extended to the so-called decoupling methods [32–36], which disconnect effectively the environment.

In the context of this review, we describe the environment as a spin-bath, without loss of generality. Considering spins $\frac{1}{2}$ as qubits, two different types of decoupling methods can be distinguished. In the first case, the qubit system is well distinguished from the environment. Its energy level splitting differs significantly from that of the bath. As a result, the coupling between them is much smaller than the difference of their energy level splittings. The interaction can then always be approximated by an Ising-type ($zz$) interaction, which causes dephasing of the system qubit but not qubit flips. The decoupling methods required for these cases are called heteronuclear decoupling within the NMR community and they can involve manipulation only on the spin system [31–33,35,36] or only at the environment [37].

In the second case, the system and the environment have similar energy level splittings. This is the case of a homonuclear system where the general form of the coupling must be retained and it can induce flips of the system qubit as well as dephasing. In this case, decoupling will generally affect the complete system plus ‘bath’ [38–43].

In this review, we focus on the heteronuclear (pure dephasing) case and apply control pulses only to the system. During the last few years, this technique has gathered a lot of interest because it requires relatively modest resources: it requires no overhead of information encoding, measurements or feedback. The method is known as dynamical decoupling (DD). Since its initial introduction [44], a lot of effort has been invested to find sequences with improved error suppression [45–54]. The optimal design of DD sequences depends on the different sources of errors. The system-environment (SE) coupling may be a pure dephasing interaction, when it commutes with the system Hamiltonian, or it may also contain non-commuting terms. Sequences like Carr–Purcell (CP) and Carr–Purcell–Meiboom–Gill (CPMG), which use rotations around a single axis, are useful when the SE coupling operators are orthogonal to the rotation axis. In the general case, where the SE interaction includes all three components ($S_x$, $S_y$ and $S_z$), pulses along different spatial direction have to be applied. The shortest sequence that fulfils this condition is the XY-4 sequence [35,44]. An actual implementation must take into account, in addition to the earlier-mentioned issues, the effect of pulse imperfections [45,54–58]. Fighting the effect
of pulse errors was in fact the original motivation for the development of the XY-4 sequence [35]. Another experimental consideration is the amount of power deposited in the system, which often must be kept small to avoid heating effect or damage to the sample.

The DD technique is becoming an important tool for QIP [49,54–56,59–67] as well as in spectroscopy [68–71] and imaging [72–75]. In most cases, the goal is to preserve a given input state, but it may also be combined with gate operations [76–80]. Decoherence effects due to the environment can in principle be reduced by shortening the cycle time \( t_c \). Clearly, this procedure is limited by finite field strengths and associated pulse durations. Within these limitations, the goal remains to find those sequences that provide the best possible decoupling performance [45,54,55,67,81–84]. Furthermore, the pulses do not only have finite lengths, they also do not implement perfect rotations. Thus, increasing the number of pulses can result in a large overall error that destroys the qubit coherence instead of preserving it. As a result, the performance of the decoupling sequence may have an optimum at a finite cycle time [54,55,67].

In this review, we summarize the different DD strategies for fighting the effect of pulse imperfections and we show how they can be implemented in the design of useful DD sequences. The paper is structured as follows. In §2, we give some basics of DD, in §3, we introduce the effects of pulse imperfections and in §4, we describe the strategies to fight their effects. In the last section, we draw some conclusions and discuss perspectives for future work.

2. Basics of dynamical decoupling

(a) The system

We consider a single qubit \( \hat{S} \) as the system that is coupled to the bath. In a resonantly rotating reference frame [85], the free evolution Hamiltonian is

\[
\hat{H}_f = \hat{H}_{SE} + \hat{H}_E,
\]

where \( \hat{H}_E \) is the Hamiltonian of the environment and

\[
\hat{H}_{SE} = \sum_\beta (b_0^\beta E_z \hat{S}_z + b_0^\beta E_y \hat{S}_y + b_0^\beta E_x \hat{S}_x)
\]

is a general interaction between the system and the environment. \( \hat{E}_u^{\beta} \) are operators of the environment and \( b_0^\beta \) the SE coupling strength. The index \( \beta \) runs over all modes of the environment. Dephasing is due to an interaction that includes the \( z \) component of the spin-system operator, while the \( x \) and/or \( y \) operators cause spin-flips. A heteronuclear spin–spin interaction involves a pure dephasing interaction. This type of interaction occurs in a wide range of solid-state spin systems, including nuclear spins in NMR [32,33,55,65], electron spins in diamonds [56], electron spins in quantum dots [86], donors in silicon [87], etc. In other cases, when the system and environment have similar energy level splittings, the SE interaction can include terms along the \( x \)-, \( y \)- and \( z \)-axis.
(b) Dynamical decoupling sequences with a single rotation axis

DD is achieved by iteratively applying to the system a series of stroboscopic control pulses in cycles of period $\tau_c$ [44]. Over that period, the time-averaged SE interaction can be described by an averaged or effective Hamiltonian [88]. The goal of DD is the elimination of the effective SE interaction. This can be seen by looking at Hahn’s pioneering spin-echo experiment [31] (figure 1b). It is based on the application of a $\pi$-pulse to the spin system at a time $\tau$ after the spins were left to evolve in the magnetic field. This pulse effectively changes the sign of the SE interaction—in this case, the Zeeman interaction with the magnetic field. Letting the system evolve for a refocusing period or time reversed evolution during the same duration $\tau$ generates the echo. If the magnetic field is static, the dynamics is completely reversed and the initial state of the spin recovered. However, if the magnetic field fluctuates, its effect cannot be reversed completely. Thus, the echo amplitude decays as a function of the refocusing time [31,32]. This decay contains information about the time-dependence of the environment.

To reduce the decay rate of the echo due to a time-dependent environment, Carr and Purcell introduced a variant of the Hahn spin-echo sequence, where the single $\pi$-pulse is replaced by a series of pulses separated by intervals of duration $\tau$ [32]. This CP sequence reduces the changes induced by the environment if the pulse intervals are shorter than the correlation time of the environment. However, as the number of pulses increases, pulse errors tend to accumulate. Their combined effect can destroy the state of the system, rather than preserving it against the effect of the environment. This was noticed by Meiboom & Gill [33] who proposed a modification of the CP sequence for compensating pulse errors, the CPMG sequence.
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The CP and CPMG sequences are useful only when the interaction with the environment includes not more than two of the spin operators $S_x$, $S_y$ and $S_z$. They can be written as

$$f_{t/2} \hat{Y} f_{t/2},$$

(2.3)

where $f_t$ is a free evolution operator, and $\hat{Y}$ is a $\pi$ pulse around the $Y$-axis (and correspondingly for $X$). The difference between the CP and CPMG sequences is the orientation of the rotation axis with respect to the initial condition. For applications in QIP, this distinction cannot be made in general, because gate operations have to be independent of the initial condition, which must be considered unknown. CP or CPMG is the shortest sequence of pulses for decoupling an SE interaction that includes only two of the spin components $S_x$, $S_y$ and $S_z$ [44].

Usually, the average Hamiltonian generated by a DD sequence can be described by a series expansion, such as the Magnus expansion [89]. All the higher-order terms in this expansion describe imperfections, which reduce the fidelity of the sequence and should be eliminated. Improving the DD performance is therefore related to reducing the contribution of higher order terms. This is closely related to efforts for developing better decoupling sequences for NMR [34]. For QIP, this led to the design of sequences that make DD more effective, such as concatenated DD [46, 81]. An important innovation was due to Uhrig [47], who proposed a sequence with non-equidistant pulse spacings, while all the standard sequences like CPMG are based on equidistant pulses. The Uhrig dynamical decoupling (UDD) sequence is defined by

$$UDD_N = f_{\tau_{N+1}} \hat{Y} f_{\tau_N} \hat{Y} \cdots \hat{Y} f_{\tau_2} \hat{Y} f_{\tau_1},$$

(2.4)

where the delays $\tau_i = t_i - t_{i-1}$ are determined by the positions

$$t_i = \tau_c \sin^2 \left[ \frac{\pi i}{2(N+1)} \right]$$

(2.5)

of the pulses with $t_{N+1} = \tau_c$ and $t_0 = 0$. The lowest non-trivial order is equal to the CPMG sequence, $UDD_2 = CPMG$.

The effect of the non-equidistant pulses can be discussed in the context of filter theory: DD can be considered as an environmental noise filter, where the distribution of pulses generates different filter shapes as a function of the frequencies. The overlap of this filter function with the spectral distribution of the environmental noise determines the decoherence rate [90]. Analogously, the filter shapes can be connected to diffraction patterns induced by interferences in the time domain [65]. The UDD sequence was shown theoretically to be the optimal sequence for reducing low frequency noise [47, 90, 91]. This prediction was confirmed experimentally [49, 61, 68]. However, it appears that non-equidistant sequences perform better only for particular noise spectral densities that increase for higher frequencies and have a strong cutoff. In the more frequent case, where the spectral density decreases smoothly with the frequency, equidistant sequences were predicted [90–92] and demonstrated [49, 55, 56, 62, 63, 65] to be the best option [65].

This filter function description can be traced back to previous NMR approaches [93] and to work on universal dynamical control [94]. Choosing the
times for the pulses leads to a variety of sequences that can be optimized according to the spectral density of the bath [48,49,52,92,94–96].

(c) Dynamical decoupling sequences with multiple rotation axes

If the SE interaction includes all three components of the system spin operator, decoupling can only be achieved if the sequence includes rotations around at least two different axes. Such sequences are also required when the refocusing pulses have finite precision: their imperfections create an effective general SE interaction [55,67,81]. The first decoupling sequence that was introduced for this type of interaction was the XY-4 sequence, which alternates rotations around the $x$- and $y$-axes (see figure 1d, $n=1$). This sequence was initially used to eliminate the effect of pulse errors in the CP and CPMG sequences [35]. It is also the shortest sequence for DD for general SE interactions [44].

If we take pulse imperfections into account, the performance of the CP/CPMG sequence depends strongly on the initial condition. If the initial condition is oriented along the rotation axis of the pulses, flip angle errors of the first pulse are refocused by the second pulse. However, for components perpendicular to the rotation axis, the pulse errors of all pulses add and cause rapid decay of the coherence, even in the absence of SE interactions [35,55]. This motivated the development of the XY-4 sequence, which partially eliminates pulse errors over one cycle. In the QIP community, the XY-4 sequence is usually referred to as periodic DD (PDD).

The XY-4 sequence is also the building block for concatenated DD (CDD) sequences that improve the decoupling efficiency [46,81]. The CDD scheme recursively concatenates lower order sequences to increase the decoupling efficiency. The CDD evolution operator for its original version for a recursion order of $N$ is given by

$$CDD_N = C_n = \hat{Y}C_{n-1}\hat{X}C_{n-1}\hat{Y}C_{n-1}\hat{X}C_{n-1},$$

where $C_0 = f_r$ and $CDD_1 = XY-4$. Figure 1 shows a general scheme for this process. Each level of concatenation reduces the norm of the first non-vanishing order term of the Magnus expansion of the previous level, provided that the norm was small enough to begin with [46,81]. This reduction comes at the expense of an extension of the cycle time by a factor of four. If the delays between the pulses are allowed to be non-equidistant like in UDD, it becomes possible to create hybrid sequences, such as CUDD [50] and QDD [53,97,98].

3. Effects of imperfections

Because the precision of any real operation is finite, the control fields used for decoupling introduce errors. Depending on the sequence, these errors can accumulate. If the number of pulses is large and the sequence is not properly designed, the accumulated pulse errors can reduce the fidelity more than the coupling to the environment. Designing effective decoupling sequences that suppress environmental effects without degrading the system, even if the control
fields have errors, requires a careful analysis of the relevant errors and appropriate strategies for combining rotations in such a way that the errors cancel rather than accumulate.

One non-ideal property of real control pulses is their finite duration, which implies a minimum achievable cycle time. The effects introduced by finite pulse lengths have been considered in different theoretical works [45,81,82]. These works predict that high order CDD or UDD sequences in general lose their advantages when the delays between the pulses or the duration of the pulses themselves are strongly constrained. While the limitation on the cycle time reduces the maximal achievable DD performance, pulse errors can be even more destructive. In most cases, the dominant cause of errors is a deviation between the ideal and the actual amplitude of the control fields. The result of this amplitude error is that the effective rotation angle deviates from $\pi$, typically by a few percent. Another important error occurs when the control field is not applied on resonance with the transition frequency of the qubit. This off-resonant effect produces a rotation in which the flip angle and the rotation axis deviate from their ideal values.

An example of the destructive effect of pulse imperfections is illustrated in figure 2a. The experimental data points represent the survival probability of the three Cartesian components of the system qubit. Like all experimental data in this paper, these measurements were performed on the $^{13}$C nuclear spins of polycrystalline adamantane, using a home-built NMR spectrometer with a $^1$H resonance frequency of 300 MHz. The duration of the $\pi$-pulses was $\approx 10$ $\mu$s. In this system, the dephasing of the nuclear spins originates from the interaction with an environment consisting of $^1$H nuclear spins and can be considered as a pure dephasing process. The first sequence considered in the figure is CPMG. In this case, the decay of the magnetization is very slow when the system is initially oriented parallel to the rotation axis of the pulse (longitudinal state). As we discuss later, this is an indication that the pulse errors have no effect on this initial state. In contrast, for the transverse initial states, the errors of the individual pulses accumulate and lead to a rapid decay. A similar behaviour is found for the UDD sequence, which also uses rotations around a single axis [55,65].

The second DD sequence considered in figure 2 is the XY-4 sequence, which consists of pulses applied along the $x$- and $y$-axes. The alternating phases of the pulses result in a partial cancellation of pulse errors, independent of the initial condition [35,36]. As a result, the performance of this sequence is much more symmetric with respect to the initial state in the $xy$-plane and the average decay times are significantly longer [54,55].

In the context of QIP, it is important that the performance of gate operations be independent of the initial conditions (which typically are unknown). A common choice for quantifying the performance of a general quantum operation is then the fidelity $F$ [99]:

$$F = \frac{|\text{Tr}(AB^\dagger)|}{\sqrt{\text{Tr}(AA^\dagger)\text{Tr}(BB^\dagger)}}.$$  \hspace{1cm} (3.1)

Here, $A$ is the target propagator for the process and $B$ the actual propagator. For the present situation, where the goal is a quantum memory, the target propagator is the identity operation $I$. 
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Figure 2. Comparison between two basic DD sequences: CPMG, which is not robust against errors, and the self-correcting sequence XY-4. (a) Normalized magnetization as a function of time (circles, $x$; squares, $y$; triangles, $z$). The delay $\tau = 40 \mu s$ between the pulses is constant and identical for both sequences. (b) The real part of the process matrices $\chi$ for CPMG ((i) 1 cycle, (ii) 40 cycles) and XY-4 ((iii) 1 cycle, (iv) 40 cycles). Here, the cycle times are $\tau_c = 85 \mu s$ for CPMG and $\tau_c = 170 \mu s$ for XY-4. The imaginary part, which is very small, is not shown. (Online version in colour.)
The actual propagators are not always unitary. We therefore write the process as
\[
\rho_f = \sum_{nm} \chi_{mn} E_m \rho_i E_n^\dagger,
\]
where \(\rho_i\) and \(\rho_f\) are the density matrices at the beginning and end of the process. The operators \(E_m\) must form a basis. For the present case, we choose them as \(E_m = (I, \sigma_x, i\sigma_y, \sigma_z)\). The ideal and actual processes can therefore be quantified by the matrix elements \(c_{mn}\). For the target evolution, the \(c\)-matrix is
\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\] (3.3)

The matrix elements for the actual process are determined experimentally by quantum process tomography \([3,100]\). We use them to calculate the process fidelity from equation (3.1). In figure 2b, we compare the real part of the experimental \(\chi\) matrices for the two sequences. After one cycle, the process matrices for both sequences represent an evolution that is close to the identity operation. The fidelity between the experimental matrices and the ideal matrix (3.3) is 0.988 and 0.989 for the CPMG and XY-4 cycles, respectively. Measured over 40 cycles, the process matrices of the two sequences differ significantly from the identity operation, but also from each other. For the XY-4 sequence, the non-vanishing elements are \(\chi_{11} = 0.46\) and \(\chi_{44} = 0.51\), while for CPMG the non-vanishing elements are \(\chi_{11} = 0.46\) and \(\chi_{22} = 0.47\). The two matrices represent therefore qualitatively different processes. Under the XY-4 sequence, the transverse components \(x\) and \(y\) decay more rapidly and the system evolves towards an intermediate state
\[
\rho_f = 0.5(\rho_i + \sigma_z \rho_i \sigma_z).
\]
If we write the initial state as
\[
\rho_i = x\sigma_x + y\sigma_y + z\sigma_z,
\]
the final state becomes
\[
\rho_f = 0.5(x\sigma_x + y\sigma_y + z\sigma_z) + 0.5(-x\sigma_x - y\sigma_y + z\sigma_z) = z\sigma_z.
\]
This corresponds to a projection of the density operator onto the \(z\)-axis, i.e. to a complete dephasing of the transverse components in the \(xy\)-plane. The longer lifetime of the \(z\)-component is a consequence of the fact that it does not commute with the SE coupling and therefore is not affected by dephasing.

The CPMG sequence, conversely, projects the density operator after many cycles onto the \(x\)-axis:
\[
\rho_f = 0.5\rho_i + 0.5\sigma_x \rho_i \sigma_x = x\sigma_x.
\]
The CPMG is a spin-lock sequence \([101]\) that retains the magnetization along the \(x\) direction but destroys the components perpendicular to it. Because a real experimental implementation always generates a distribution of control field
amplitudes, spins at different positions precess with different rates around the direction of the radio-frequency field. As a result, the perpendicular components become completely randomized after a sufficiently large overall flip angle as shown in figure 2a.

While these examples demonstrate the effect of pulse imperfections, the next section shows different strategies for making decoupling sequences robust against such errors.

4. Robust decoupling sequences

We have to make decoupling insensitive to pulse imperfections. Different possibilities for generating high-fidelity sequences have been proposed in the context of QIP [46,54,81]. Here, we discuss two possible approaches: first, we show that it is possible to replace individual refocusing pulses by compensated pulses that implement very precise inversions, and then we discuss sequences that are inherently robust, i.e. insensitive to the imperfections of the individual pulses.

(a) Robust pulses

The simplest approach to make a sequence robust consists of replacing every refocusing pulse by a robust composite pulse [102]. The composite pulses are sequences of consecutive pulses designed to be robust against various classes of imperfections. They generate rotations that are close to the ideal rotation even in the presence of errors. Particularly useful for quantum information applications are those composite pulses that produce compensated rotations for any initial condition, denominated in the NMR literature as class-A pulses [102].

Recent experiments have successfully used composite pulses to demonstrate the resulting increase of the performance of different DD sequences [54,56]. These works have implemented the composite pulse defined as

\[ \pi/6 + \phi - \pi/2 + \phi - \pi - \pi/6 + \phi, \tag{4.1} \]

which is equivalent to a robust \( \pi \) rotation around the axis defined by \( \phi \) followed by a \( -\pi/3 \) rotation around the \( z \)-axis [103]. For cyclic sequences, which always consist of even numbers of \( \pi \) rotations, the effect of the additional \( z \) rotation vanishes if the flip angle errors are sufficiently small.

A comparison between standard sequences (not using robust pulses) against sequences with robust pulses has been reported [54]. It was observed that robust pulses improve the performance at high duty cycles. However, for low duty cycles, standard sequences perform better for the same duty cycle, because the pulse spacing is shorter in that case. Thus, if the objective is only to preserve a quantum state, the best performance is obtained at high duty cycles, using robust pulses. The best sequences that are suitable for parallel application of quantum gate operations are the self-correcting sequences discussed later.

The composite pulses are usually designed to correct flip angle errors and offset errors. For compensating the effects introduced by the finite length of pulses, some theoretical works have proposed that a finite pulse could be approximated as an instantaneous one by using an appropriate shaped pulse [104–106]. Such shaped pulses can significantly improve the performance of the decoupling sequences.
An alternative to the use of composite pulses consists of making the decoupling sequences fault-tolerant without compensating the error of each pulse, but by designing them in such a way that the error introduced by one pulse is compensated by the other pulses of the cycle [54]. A straightforward strategy for designing improved sequences consists of sequentially combining variants of a basic cycle to longer and more robust cycles.

Being the shortest universal decoupling cycle, the XY-4 cycle is often chosen as the basic building block for constructing higher order compensated sequences. In the spectroscopy and quantum computing communities, two versions of the XY-4 sequence are used [67]. The basic cycle originally introduced in NMR shows reflection symmetry with respect to the centre of the cycle. In contrast to that, the sequence used in the quantum information community is time-asymmetric. One consequence of this small difference is that in the symmetric version, the echoes are formed in the centre of the windows between any two pulses, while in the case of asymmetric cycles, the echoes coincide with every second pulse, as shown in figure 3. The separation in time between the echoes is therefore twice as long in this case. If the environment is not static, the larger separation of the echoes leads to a faster decay of the echo amplitude [67].

If a robust pulse contains only $\pi$ rotations, as in the case of (4.1), it is also possible to convert such a composite pulse into a decoupling cycle by inserting delays between the individual $\pi$ rotations. This approach has been used [54] to build a self-correcting sequence. The building block is

$$KDD_\phi = f_r/2 - (\pi)_{\pi/6+\phi} - f_r - (\pi)_\phi - f_r - (\pi)_{\pi/2+\phi} - f_r - (\pi)_{\phi}$$

$$- f_r - (\pi)_{\pi/6+\phi} - f_r/2.$$  \hfill (4.2)

The self-correcting sequence is created by combining two such 5-pulse blocks shifted in phase by $\pi/2$ to $[KDD_\phi-KDD_{\phi+\pi/2}]^2$, where the lower index gives the
Figure 4. Simulation of fidelity as a function of the flip angle error for KDD (black solid line), XY-4 (grey solid line) and CPMG (grey dashed line) cycles. The fidelity was calculated from equation (3.1) by choosing the identity as the target operator $A$ and calculating the actual propagator $B$ from the pulse sequence with different flip angle errors. (Online version in colour.)

overall phase of the block and $[.]^2$ indicates that the full cycle, which implements a unit propagator, consists of a total of 20 $\pi$ pulses. We refer to this as the KDD sequence [54].

In figure 4, we show how strongly errors in the flip angles of individual pulses affect the fidelity of the pulse sequence. Neglecting the effect of the environment, we calculate the fidelity $F$ after the application of 20 pulses to a single spin as a function of the flip angle error. The figure compares the fidelities for the CPMG, XY-4 and KDD cycles. For the CPMG sequence, the fidelity drops to less than 95 per cent if the flip angle error exceeds $\approx 2\%$. For the XY-4 sequence, this bandwidth increases to $\approx 10\%$ and for KDD to $\approx 30\%$. KDD and XY-4 are obviously much less susceptible to pulse imperfections than CPMG. The low fidelities observed for CPMG are experimentally manifested by the fast decay of the transverse components, such as $M_x$ in figure 2.

(c) Combining basic cycles

Every decoupling sequence contains unwanted terms in the average Hamiltonian. They can be reduced by combining different versions of the basic cycles in such a way that some of the error terms cancel. Two different versions of this procedure have been used: the basic cycles can be applied subsequently [36] or one cycle can be inserted into the delays of another cycle [46,81]. The first approach was introduced in NMR, e.g. for designing high-performance homonuclear decoupling sequences [38–43] or in high-resolution heteronuclear decoupling [31–33,35–37]. Examples of DD sequences that can be constructed using this approach are the XY-8 and XY-16 sequences [36]. The XY-8 is created by combining a XY-4 cycle with its time-reversed image, while XY-16 is created by combining the XY-8 with its phase-shifted copy.
Fig. 5. Error tolerance of different self-correcting sequences. The upper row (a–c) shows the calculated fidelity $F$ for CDD sequences, while the lower row (d–f) shows the results for the XY-8, XY-16 and KDD sequences. Each panel shows the fidelity after 1680 pulses as a function of flip-angle error and offset error. The regions where the fidelity is lower than 0.95 are shown in white. The fidelity was calculated from equation (3.1) by choosing the identity as the target operator $A$ and calculating the actual propagator $B$ from the pulse sequence with different flip angle and offset errors. (Online version in colour.)

The second approach is the concatenation scheme proposed by Khodjasteh & Lidar [46,81]. It generates the CDD sequence of order $N + 1$ by inserting CDD$_N$ cycles into the delays of the XY-4 sequence (figure 1). Ideally, each level of concatenation improves the decoupling performance and the tolerance to pulse imperfections; in practice, higher order sequences do not always perform better. It has been theoretically predicted [45,81,82] and later observed experimentally that the finite duration of the pulses and constrained delays between pulses result in the existence of optimal levels of concatenation [54,55].

In figure 5, we demonstrate how the well-designed combination of basic cycles can lead to extended cycles with better error compensation. Here, we consider as the leading experimental imperfections deviations of the amplitude and frequency of each pulse. Neglecting the effect of the environment, we calculate the fidelity $F$ after applying 1680 pulses to the system as a function of the two error parameters. Each panel contains the colour-coded fidelity for one of six different decoupling sequences. The yellow area inside the highest contour line corresponds to fidelities greater than 99 per cent, which is the best threshold known for reliable quantum computing. In figure 5a–c, the increasing size of this yellow area demonstrates the improvement in error tolerance due to the CDD scheme of concatenation. Figure 5a,d,e shows the same result for the sequential concatenation scheme, where only two cycles are combined at each step: concatenation of the XY-4 cycle with its time-inverted and phase-shifted copies forms the XY-8 and XY-16...
sequences. The 16-pulse XY-16 cycle is significantly more robust than the 84-pulse CDD\textsubscript{3} cycle. The best performance is achieved by the KDD sequence, whose cycle consists of 20 pulses.

In figure 6, we compare the experimental performance of different self-correcting sequences. For the low-order sequences XY-4 and CDD\textsubscript{2}, the decoherence time reaches a maximum with increasing duty cycle (= decreasing pulse spacing), indicating that for higher duty cycles the pulse errors dominate. Higher order CDD sequences, in particular CDD\textsubscript{4}, appear to be much more efficient in compensating these pulse errors, as evidenced by long decoherence times at high duty cycles. However, these sequences show lower performance at low duty cycles, which may be associated with the fact that the duration of these cycles exceeds the bath correlation time if the duty cycle is reduced. The KDD sequence, which has a significantly shorter cycle time, but still excellent compensation, yields the longest decoherence times over the full range of duty cycles. It appears therefore to be useful for both quantum computing and state preservation.

\textit{(d) Time reversal symmetry}

The symmetry of the basic building blocks plays a key role in determining the performance of the concatenated higher order sequences. Two sequences constructed according to the same rules from a basic block have different propagators if the basic blocks are symmetric or not [54, 67]. For example, if we concatenate four XY-4 cycles to the XY-16 sequence, we obtain new cycles, which are time-symmetric, independent of which version of the XY-4 sequence was used for the building blocks. Although all the odd order terms vanish in the average Hamiltonians of both versions, the even order terms of the sequences that are built from asymmetric blocks contain additional unwanted terms [67].
The different behaviour of sequences consisting of symmetric versus asymmetric blocks is illustrated in figure 7. If we start from the symmetric form of XY-4, the resulting XY-16 sequence shows much better performance than the sequence using the asymmetric XY-4 as the building block. Analogous results were obtained for the two versions of the XY-8 sequence [67].

Earlier experiments showed two different contributions to the overall fidelity loss [67]: a precession around the $z$-axis (which can be attributed to the combined effect of flip-angle errors) and an overall reduction of the amplitude (which results from the SE interaction). The combination of precession and reduction of amplitude is illustrated in figure 7b. It shows the $xy$-components of the magnetization at different times during the XY-16 sequence. If the XY-16 sequence is built by the asymmetric form of XY-4, a distinct precession around the $z$-axis is observed. This causes a deviation from the desired evolution and reduces therefore the fidelity of the process. However, for the sequence consisting of symmetric blocks, the precession is negligible. These results suggest that pulse errors are better compensated by concatenating symmetric building blocks.

The same concept can also be applied to CDD sequences. The conventional concatenation scheme of equation (2.6) uses asymmetric building blocks and is not compatible with the symmetric version of XY-4. A new concatenation scheme was therefore proposed in [54,67]. In this scheme, the symmetrized version of CDD is constructed as

$$CDD_{N+1} = [\sqrt{CDD_N - X} - CDD_N - Y - \sqrt{CDD_N}]^2.$$  

(4.3)

In figure 8, we compare the process fidelities for the two versions of the CDD$_2$ sequence. As in the XY sequences, clearly, the symmetrized version, CDD$_2$(S), shows a significantly improved performance, compared with the standard CDD$_2$(A) version. In [67], it was experimentally observed that the
performance of all DD sequences based on symmetric building blocks is better than or equal to that of sequences using non-symmetric building blocks. This behaviour is consistent with general arguments based on average Hamiltonian theory [107,108].

5. Conclusion and perspectives

DD is becoming a standard technique for preserving the coherence of quantum mechanical systems, which does not need control over the environmental degrees of freedom. The technique aims to reduce decoherence rates by attenuating the SE interaction with a periodic sequence of $\pi$ pulses applied to the qubits. The pioneering strategies for decoupling were introduced in the context of NMR spectroscopy [31]. Since then, many different decoupling sequences have been developed in the context of NMR [32,33,35,36] or QIP [44,46,47,50,53,54,81,97,98].

Generally, we can divide the DD sequences in two groups: (i) sequences that involve pulses with identical rotation axes and (ii) sequences that contain pulses in different directions. The type (i) sequences are strongly sensitive to pulse errors and are only capable of suppressing the effects of a purely dephasing environment or pure spin–flip interactions. Examples of such DD sequences are CPMG and UDD. The second group can suppress a general SE interaction and usually exhibits better tolerance to experimental imperfections. Examples of such sequences are the XY family (XY-4, XY-8 and XY-16), the CDD sequences and the KDD sequence.

Recent experiments have successfully implemented DD methods and demonstrated the resulting increase of the coherence times by several orders of magnitude [54–56,67]. These works also showed that the main limitation to the reduction of the decay rates is the imperfections of the pulse. Two approaches
have been used to correct this. The first approach replaces the inversion pulses by robust composite pulses [102], which generate rotations that are close to the target value even in the presence of pulse errors. In this case, the pulses are corrected individually. The second approach consists of designing the decoupling sequences in such a way that the error introduced by one pulse is compensated by the other pulses, without compensating the error of each pulse individually. The properties of basic decoupling cycles can be further improved by concatenating basic cycles into longer and more robust cycles. The concatenation can be made either by combining symmetry-related copies of a basic cycle subsequently [36] (resulting in the XY-8 and XY-16 sequences) or by inserting the basic cycle into the delays of another cycle [46,81] (CDD sequences).

The time reversal symmetry of the basic building blocks is a useful criterion for minimizing error contributions. It has been demonstrated that the sequences built from symmetric building blocks often perform better and never worse than sequences built from non-symmetric blocks [54,67]. This is a significant advantage, considering that the complexities of the sequences based on symmetric or asymmetric blocks are identical.

Earlier experiments [54] showed that the best sequences that are suitable for parallel application of quantum gate operations are the symmetric self-correcting sequences. However, as the delay between pulses decreases, sequences with robust pulses perform better. Thus, if the objective is only to preserve a quantum state, the best performance is achieved by using robust pulses to correct pulse errors. On the other hand, the KDD sequence introduced in Souza et al. [54] combines the useful properties of self-correcting sequences with those of robust pulses and can thus be used for both quantum memory and quantum computing.

During the last few years, many advances have been achieved. However, for the application of the technique in real quantum devices, further studies will certainly be required. So far, most work has focused on single qubit systems. In the future, more experimental tests will be needed with multi-qubit systems. In the field of quantum computation, another important development may result from the combination of DD sequences with those techniques used to implement robust quantum gates [28,30,109,110]. DD does not require auxiliary qubits or measurements, and it may be helpful for reaching the error threshold for reliable quantum computation. Some theoretical works [76–79] proposed methods for combining DD with quantum error correction. Future research on DD will also consider applications outside QIP. Recent experiments have applied DD pulse sequences, for example, to probe the noise spectrum directly [69–71] and detect weak magnetic fields [72–75].
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