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Seismologists construct images of the Earth’s interior structure using observations, derived from seismograms, collected at the surface. A common approach to such inverse problems is to build a single ‘best’ Earth model, in some sense. This is despite the fact that the observations by themselves often do not require, or even allow, a single best-fit Earth model to exist. Interpretation of optimal models can be fraught with difficulties, particularly when formal uncertainty estimates become heavily dependent on the regularization imposed. Similar issues occur across the physical sciences with model construction in ill-posed problems. An alternative approach is to embrace the non-uniqueness directly and employ an inference process based on parameter space sampling. Instead of seeking a best model within an optimization framework, one seeks an ensemble of solutions and derives properties of that ensemble for inspection. While this idea has itself been employed for more than 30 years, it is now receiving increasing attention in the geosciences. Recently, it has been shown that transdimensional and hierarchical sampling methods have some considerable benefits for problems involving multiple parameter types, uncertain data errors and/or uncertain model parametrizations, as are common in seismology. Rather than being forced to make decisions on parametrization, the level of data noise and the weights between data types in advance, as is often the case in an optimization framework, the choice can be informed by the data themselves. Despite the relatively high computational burden involved, the number of areas where sampling methods are now feasible is growing rapidly. The intention of this article is to introduce concepts of...
transdimensional inference to a general readership and illustrate with particular seismological examples. A growing body of references provide necessary detail.

1. Introduction

Imaging Earth’s interior through the use of seismic waves is a popular technique for constraining the internal structure and composition of our planet and has been actively developed by the seismological community for many decades. Usually, the Earth model is parametrized using basis functions covering a two- or three-dimensional volume, e.g. uniform local cells in two or three dimensions, and the observations are used to constrain some property within each cell, e.g. seismic wave speed. The details of the parametrization, e.g. cell size and shape, are almost always chosen in advance. Figure 1 shows some examples. The choice of cell size defines the volume of Earth material which is averaged over in the parametrization.

In seismology, and indeed geophysics more generally, data constraints are highly variable in space, owing to either logistical restrictions in making observations, e.g. seismological observations are largely restricted to being made within continental regions, or the uneven spatial distribution of natural sources, e.g. earthquakes are mostly restricted to the boundaries of tectonic plates. In global seismology, the path that energy travels from source to receiver samples Earth’s interior highly unevenly. The usual way of addressing these limitations is to use a tomographic imaging technique and apply some spatial smoothing, norm damping or simply to coarsen the parametrization in ill-constrained volumes of the model [4]. In practice, this usually reduces to the need to solve a large linear system of equations with regularization [4]. A key point is that regularization is often applied uniformly across the entire model, which raises the possibility that, while the ill-constrained regions are being appropriately damped, the well-constrained regions are also being oversmoothed and hence information may be lost. This has prompted authors to consider alternate regularization mechanisms that allow sharp discontinuities and multi-scale features [5–7]. A second issue is that, in this situation, formalized estimates of uncertainty in the sought after model are often strongly influenced by the nature of the regularization imposed.

In this paper, we highlight some key developments in the application of transdimensional model inference in the geosciences, focusing to some extent on seismological problems. This constitutes an alternative approach to the estimation of single regularized models in inverse problems where the unknown is a function of space (in one, two or three dimensions) or time. We explain the main ideas and present a few recent examples of areas where transdimensional inversion techniques have been applied. Nothing in the methodology is particular to geophysical inverse problems. We argue that the same ideas could find fruitful application more broadly across the physical sciences.

2. Transdimensional inversion

Most inverse problems in the geosciences treat the number of unknowns (or model parameters), $k$, as a constant. Transdimensional inversion is the name given to the case where this assumption is relaxed, and $k$ is treated as an unknown. In principle, one should distinguish between the cases where the number of unknowns is a measurable physical quantity, for example a distinct number of components in a mixture, and the cases where it merely represents the number of basis functions chosen for a model equation (2.1), e.g. layers in a subsurface model of seismic wave speeds. In what follows, we draw no such distinction and simply use the number of unknowns as a control on the number of degrees of freedom within the model. The motivation is that, by extending fixed dimensional inverse problems into the transdimensional regime, we can use the data themselves to constrain the maximum allowable complexity in the model rather than specifying this beforehand. Of course, within an optimization framework, one can nearly always
Figure 1. (a) A uniform triangular parametrization covering the Earth’s surface used in seismic imaging studies [1]. (b) (i) Seismic surface wave paths in the Australasian region as used in the study of Debye & Sambridge [2]. (ii) Voronoï cells [3] constructed on the Earth’s surface that reflect the relative resolution of the model parameters constrained by the data. Larger cells lie in regions with poorer resolution. (Online version in colour.)

fit data better by introducing more unknowns, but as we shall see the situation is quite different within a Bayesian sampling framework which is naturally parsimonious (see [8] for a detailed discussion). This means that more complex models are not necessarily preferred over simpler ones and Ockham’s razor prevails.

Transdimensional inversion is a sampling-based approach in which the model is expanded in terms of a variable number of basis functions whose position and coefficients are unknowns

$$m(x) = \sum_{i=1}^{k} m_i \phi_i(x).$$  

(2.1)

Here $m(x)$ represents the physical quantity of interest to be constrained by the data, which is a function of spatial position $x$. For example, in seismic tomography, $m(x)$ represents either the speed at which the corresponding seismic wave travels through the Earth or its slowness (reciprocal of wave speed). $\phi_i(x)$ is the $i$th basis function, which parametrizes the mathematical model of the Earth. The parameter, $m_i$, where $i = 1, \ldots, k$, is the coefficient of the $i$th basis function and $k$ is the total number of unknowns. Traditional approaches to imaging problems treat $\phi_i(x)$ and $k$ as knowns, chosen in advance, with $m_i$ found by some optimization process where predictions from the model $m(x)$ are made to fit the observations as well as regularizing criteria. In the transdimensional framework, $m_i$, $k$ and $\phi_i(x)$ may all be treated as unknowns. The key idea is to use the observational data to constrain these parameters rather than simply fixing some in advance.

The approach we have taken is to adapt the Bayesian partition (or changepoint) modelling methodology described by Denison et al. [9]. Here we briefly summarize only the underlying theory. The reader is referred to the numerous papers cited for mathematical details. In a Bayesian formulation, information is represented by probability distributions. One begins with a prior
probability density function (PDF) on the unknowns \( p(m) \), where the vector \( m \) represents all unknowns in the inverse problem. The choice of prior is the single most controversial component of the Bayesian approach with a long history of debate [10,11]. Whatever the choice, all results of a Bayesian inversion are dependent on the selected prior, which must be clearly stated and results interpreted accordingly. We will assume that some suitable subjective prior can be found. In our applications, it is often a simple uniform PDF between predetermined bounds. Next, one defines a likelihood function, \( p(d|m) \), which is literally interpreted as the probability of the observed data given the model. The bar notation indicates that the terms to the right are given or fixed (and the value of the likelihood is conditional on these values). To evaluate the likelihood function, one generally needs a statistical model of errors in the data as well as the ability to calculate predictions from a model (\( d = g(m) \)), often called a solution to the forward problem. In practice, the likelihood then measures the probability that the discrepancies between the observed data, \( d \), and predictions from a model, \( g(m) \), are due to random error alone.

Bayes’ rule [12] links these two with the posterior PDF on the model \( p(m|d) \), which is interpreted as the probability of the model given in the data. We have

\[
p(m|d) = \frac{\lambda p(d|m)p(m)}{p(d)}.
\]

The reciprocal of the constant of proportionality, \( \lambda \), is a term called the evidence, which is not a function of the model and is often neglected in many studies. However, this term can play an important role in measuring the validity of the underlying assumptions upon which the formulation of the inverse problem is based, e.g. the statistics of noise process, or the physical theory behind the forward problem connecting model to data [13]. The solution to a Bayesian formulation is not a single optimal model but the entire posterior PDF in (2.2). In many geoscience inference problems, the length of \( m \) may vary between \( 10^0 \) and \( 10^7 \), rendering direct inspection of the posterior impractical. For problems with \( 10^1 \)–\( 10^3 \) unknowns, sampling methods may be used to generate models whose density follows the posterior PDF, and then properties of that ensemble may be determined, e.g. mean, covariance or marginal PDFs for inspection. Lower dimensional marginal PDFs are a projection of the full multi-dimensional PDF onto a subset of model parameters and can be a useful way of gleaning information on the model space. In all cases, posterior properties must be compared with their counterparts in the prior, as it is the difference between these two PDFs which represents the influence of the data. Over the past 30 years, many Bayesian computational methods have been developed to sample arbitrarily high-dimensional PDFs, the class of technique in most widespread use is Markov chain Monte Carlo (MCMC; see [14] for a review).

(a) Mobile basis functions

In a transdimensional setting, the dimension of the model vector \( m \) is itself of unknown length. In general, the basis functions in (2.1) may be defined by both location and scale parameters. For example, a Gaussian basis function would have a mean and standard deviation. In what follows we restrict attention to the case where the basis functions, \( \phi_i(x) \), depend only on a single spatial reference vector \( x_i \), with the scale length implicitly defined by the relationship between position vectors. An example is given in figure 2, which shows a layered Earth model as a function of a single depth coordinate. This is a typical case in many geophysical problems, where seismic, electrical or heat flow observations are collected at the surface, and one wishes to recover physical properties, e.g. seismic wave speeds, conductivities or temperatures, within each layer. The number and thicknesses of the layers can be varied by choosing the \( i \)th basis function, which is unity in the \( i \)th layer and zero elsewhere

\[
\phi_i(z) = \delta_{ij}, \quad z_{j-1} \leq z < z_j.
\]

In this case, there are \( n_L \) layers and \( k = 2n_L + 1 \) unknowns in total, \( m_L, z_L, n_L (i = 1, \ldots, n_L) \), the lower half space being held fixed. Here the depths to each interface, \( z_i \), are variable and are represented by black circles in figure 2. An alternative is to define the interfaces implicitly using
depth nodes positioned such that the interfaces are equi-distant between nodes (see black squares in figure 2). While there is little benefit in one- and two-dimensional problems, this approach becomes a convenient way to locally partition the Euclidean plane or surface of a sphere. The nearest-neighbour regions built about a set of nuclei in two dimensions form the geometrical construct known as Voronoi cells \[3\]. An example is shown in figure 1b, where Voronoi cells are built around defining nuclei (not shown) on the surface of the Earth. This was used by Debayle & Sambridge \[2\] to parametrize the Earth in an inversion of seismic surface waves.

(b) Transdimensional sampling

The extension of (2.2) to include transdimensional model vectors, \( \mathbf{m} \), is straightforward. If the total number of unknowns is \( k \), then we can rewrite the fixed dimensional Bayes’ theorem in (2.2) as

\[
p(\mathbf{m}|\mathbf{d}, k) \propto p(\mathbf{d}|\mathbf{m}, k)p(\mathbf{m}|k),
\]

where \( k \) to the right of the conditional bar in each term denotes that the number of unknowns is fixed. It can be shown [13] that the appropriate extension to the transdimensional setting is

\[
p(\mathbf{m}, k|\mathbf{d}) \propto p(\mathbf{d}|\mathbf{m}, k)p(\mathbf{m}|k)p(k).
\]

Here, \( k \) is now a variable on the left-hand side with its own prior PDF, \( p(k) \). The data, \( \mathbf{d} \), are now used to jointly constrain \( \mathbf{m} \) and \( k \). The relationship between the fixed and transdimensional posteriors can be shown to be

\[
p(\mathbf{m}, k|\mathbf{d}) = p(\mathbf{m}|\mathbf{d}, k)p(k|\mathbf{d}),
\]
which is eqn (12) in [13]. This shows that the posterior for the variable dimension case is equal to the fixed dimension posterior multiplied by the posterior for the dimension, \( p(k|d) \), as expected in a hierarchical probability model. The latter term is the information provided by the data on the dimension alone and is found by integrating the variable dimensional posterior over the model parameters

\[
p(k|d) = \int p(m, k|d) \, dm. \tag{2.7}
\]

In standard Bayesian inference, it is usual to fix \( k \) and the nature of the basis function in advance, and then use MCMC methods to draw samples from the fixed \( k \) posterior in (2.4). In transdimensional problems, samples must be drawn from the variable \( k \) posterior in (2.5). An extension of the well-known MCMC method to sample arbitrary dimension PDFs is the reversible jump MCMC technique given by Green [15]. A slightly less general but more commonly used special case of the reversible jump algorithm is the birth–death MCMC algorithm of Geyer & Møller [16], which has found many applications in the geosciences.

The first use of these techniques in geophysics was by Malinverno [17] in the inversion of surface sounding data for electrical resistivity depth profiles, and later for inversion of seismic travel time observations for depth profiles of seismic wave speed [18]. Subsequent applications have appeared in a variety of geophysical and geochemical inference settings, including low-temperature thermochronology [19,20], regression problems [13], estimation of basin stratigraphy and borehole lithology [21,22], borehole temperature inversion for palaeoclimate histories [23,24], geochanical mixing problems [25], exploration geophysics [18,26], seismic tomography [27–29], inversion of seismic surface waves and receiver functions for crustal structure [30,31], geoaoustics [32], airborne imaging [33] and microtremor arrays [34]. Useful reviews of theory and applications to statistical and geochemical inference problems can be found in the earlier studies [9,35,36].

We do not go into the details of the transdimensional sampling algorithms here, as they are described in many of the above texts. Although experience is growing with their use in geophysical problems, they are still the subject of ongoing research, especially in the areas of efficiency and choice of the class of basis function suited to particular inference problems [37,38]. In cases where the maximum model dimension is high, typically \( k \) greater than a few 100, most transdimensional sampling techniques are likely to become inefficient owing to the well-known curse of dimensionality [39]. In the next sections, we give some examples of their application and conclude with some comments on extension to much higher-dimensional linear inverse problems.

## 3. Examples

### (a) Regression

A straightforward multi-component regression problem illustrates the main points of a transdimensional sampling algorithm. This example follows Bodin et al. [29]. In figure 3a, the dots are the observations of a piecewise constant function with nine partitions (thick piecewise constant line) contaminated with Gaussian random noise with standard deviation of 10 units in the \( y \)-direction, \( d^T = [y_1, \ldots, y_N] \). The major discontinuous steps, or change points, in the true function lie at \( x \) positions of 1.0, 2.3, 6.5 and 8. Here the problem is to reconstruct the thick piecewise constant line from the dots. The model parametrization is built from zeroth-order polynomials, i.e. simple constants within an unknown number of partitions just as in figure 2 and equation (2.3). The thin piecewise constant line in figure 3a shows an example model with \( n_p = 6 \) partitions and \( y \)-values randomly selected between the range of the data. The partition boundaries are defined implicitly using the positions, \( x_i \), of the Voronoi nuclei (squares). Hence there are \( k = 2n_p + 1 \) unknowns in total that must be constrained by the data, i.e. \( m^T = [y_i, x_i, n_p] (i = 1, \ldots, n_p) \). Flat prior PDFs are used for all model parameters. For \( y_i (i = 1, \ldots, n_p) \) the prior ranges between
Figure 3. (a) Example regression problem. The 100 dots are the data generated by adding Gaussian random noise with s.d., $\sigma = 10$ units, to the grey piecewise ‘true’ model made from nine partitions along the x-axis. The thin piecewise constant line is a typical model in the variable parametrization containing six partitions each defined by a single nucleus (square). (b) Same as (a) but showing the mean of the ensemble of models (thin line) generated by transdimensional sampling. Extraneous features in individual models of the ensemble are cancelled out in the mean model, while common features can be reinforced. The mean model represents the true model well, including the major change points (y-jumps). (c) Histogram of the number of partitions in the posterior ensemble. The prior PDF is flat between 1 and 40 (shaded), while the posterior distribution is approximately centred around the true value of 9. The complexity of the model is effectively controlled by the data themselves. (Online version in colour.)

The limits of the observations, for $x_i (i = 1, \ldots, n_p)$ the prior ranges between 0 and 10, and for $n_p$ between 1 and 50. Since the noise statistics are i.i.d. Gaussian random variables then the likelihood is given by

$$p(d|m,k) = \frac{1}{(2\pi \sigma)^{N/2}} \exp \left\{ -\frac{1}{2} \sum_{j=1}^{N} \frac{(y_j^o - y_i(x_j))^2}{\sigma^2} \right\}. \quad (3.1)$$

Here $y_j^o$ is the jth datum value (dots in figure 3b), and $y_i$ is the model parameter in the ith partition defined by the nucleus at $x_i$, where the ith partition contains the jth datum point. An implementation of the birth–death MCMC algorithm was run on this problem. Details can be found in Bodin et al. [29]. This generates an ensemble of piecewise constant curves $m_l (l = 1, \ldots, M)$ with a variable number of partitions distributed according to the posterior density equation (2.7). Taking a mean curve by averaging the ensemble at each point along the x-axis gives the thin curve in figure 3b, which is clearly a reasonable recovery of the true (thick piecewise constant curve). In particular, the major change points in the true curve have all been well recovered, even though averaging is inherently a smoothing process. The key point in this example is that the scale lengths of the mean curve in both the x- and y-directions are entirely constrained by the data through the mobile basis function parametrization and transdimensional sampling.
(i) Parsimony

Although the focus is on generating an ensemble of solutions, it is tempting to take the mean curve as an estimator of the true solution, a process often called frequentist or pragmatic Bayes. From this viewpoint, the transdimensional inversion can be thought of as a sophisticated regularizer, estimating the true model by self-adapting to the data in a local manner, without introducing unnecessary detail. Figure 3c shows a histogram of the number of partitions in the curves of the posterior ensemble, i.e. an estimate of $p(n_p|d)$. Comparing the posterior with the prior, which corresponds to a constant density between 1 and 50 partitions (shaded region), one clearly sees that the effect of the data is to concentrate the posterior about the true value of 9 (thin vertical bar). Notably, there is no preference for curves of large numbers of partitions, even though these can more easily fit the data and reduce the likelihood. This is an example of the parsimony of transdimensional sampling described above. A more detailed discussion of parsimony and its dependence on the prior PDF is given by Mackay [8] and Gallagher et al. [35].

(ii) Hierarchical Bayes

In the previous example, it was assumed that the variance of the data noise ($\sigma^2 = 100$) was known. This is a crucial assumption, because the complexity of the final ensemble and the mean curve are determined by the noise levels in the data. As is apparent in figure 3c, transdimensional sampling produces models whose complexity is consistent with the level of data noise. If the data variance, i.e. $\sigma^2$ in the likelihood function (3.1), is assumed smaller than the actual value then more complexity is required to fit to the apparently higher quality data. Hence more structure will be introduced into the mean model. Figure 4d demonstrates this point. Here the sampling is repeated using a data noise of $\sigma^2 = 16$ with the result that considerably more structure is introduced into the mean model. This is evident from the plot of the marginal on the number of partitions $p(n_p|d)$, which on average is much larger than the true value of 9, as well as the complexity of the mean model (continuous thin line curve in figure 4a). Figure 4b shows results from the converse case where data noise variance is assumed too high, $\sigma^2 = 900$. In this case, the mean model is much too smooth and the marginal on $n_p$ clearly shows that the number of partitions is on average much smaller than the true value.

It is clear then that model complexity is directly linked to the level of data noise. The transdimensional sampling algorithm introduces only enough complexity to fit the data to within the assumed noise level. This is somewhat similar to the tuning of regularization terms in linear inversion with the discrepancy principle [40]. If the nature of the data noise is uncertain then ideally it should be parametrized and included as an unknown in the inverse problem. This is done in the following example using the so-called ‘hierarchical Bayes’ approach [9,18,29]. Again we omit the details that can be found in the references. For the regression problem, the sampling algorithm is extended by addition of a single parameter, $\sigma$. The hierarchical name comes from the fact that parameters of different type may grouped into separate classes. In this case, it refers to just two classes, i.e. the single data noise parameter, $\sigma$, and non-noise parameters ($y_i, x_i, n_p |i = 1, \ldots, n_p$). The hierarchical division between parameters simply acknowledges the fact that for fixed values of the $x$ and $y$ parameters it is straightforward to evaluate the likelihood function (3.1) for a range of $\sigma$ values. As $\sigma$ is increased the exponent in the likelihood function becomes smaller in absolute size, thereby increasing the overall likelihood. However, $\sigma$ also appears in the denominator of the normalizing factor in (3.1) and so an increase would tend to decrease the likelihood. Hence the constraints on $\sigma$ from the data will reflect a balance between these competing factors.

Figure 4c,d shows results of the hierarchical scheme with the data noise parameter, $\sigma$, included as a variable. A flat prior, $p(\sigma)$, is used ranging between 1 and 40 units. By including data noise as an unknown, the mean model (continuous thin line) is again a reasonable recovery of the true curve (piecewise constant line), similar to the case where the value of $\sigma$ was fixed at the correct value (figure 3). The complexity of the model has also adapted to produce a mean solution with major change points recovered, while also recovering the level of data noise. Figure 4d shows
Figure 4. (a) Similar to figure 3b,c, showing the mean model and posterior on the number of partitions $p(k|d)$ for the case when the data noise variance is underestimated. The transdimensional sampling algorithm introduces additional complexity in order to fit the data to a higher level than is necessary. (b) Same as (a) for the case where the data noise variance is overestimated. Now fewer partitions are introduced and the mean model is too smooth. (c) Results of the hierarchical scheme where the data noise, $\sigma$, is also treated as an unknown with flat prior PDF between 1 and 40 units. Results are similar to figure 3b when data noise was set at the correct value. The mean model again recovers the true model (piecewise constant line) reasonably well, including changepoints. (d) Histograms of the number of partitions/layers and noise parameter $\sigma$ in the posterior ensemble which is approximately centred about the true value of 9. Priors are shaded in all cases. (Online version in colour.)
the estimated marginals for the number of partitions, \( p(n_p|d) \), and the noise parameter, \( p(\sigma|d) \), calculated from histograms of the posterior ensemble. In both cases, the vertical bar represents the true values and the range of the figure equals that of the flat priors (shaded). Both the complexity and the noise level have been simultaneously recovered within a reasonable range of uncertainty in this case, indicating that they can be jointly constrained by the data.

For one-dimensional problems, such as regression, ensemble properties other than the mean can easily be calculated and inspected, including 95 per cent; credible intervals at each x-point, one-dimensional marginal PDFs at each x-point and model covariances (some examples of these appear below).

(b) Joint inversion of multiple data types

A second example is taken from seismology and addresses the case of constraining subsurface seismic wave speeds jointly from two different classes of observations. As in the regression example, a layered or partitioned structure is used to represent the shear wave speed profile with depth. As mentioned earlier, this consists of a variable number of interfaces, \( n_L \), at depths \( z_i (i = 1, \ldots, n_L) \), defining each layer as in figure 2 with shear wave speeds \( v_i (i = 1, \ldots, n_L + 1) \). The lowermost layer is unbounded from below and so the total number of unknowns \( k = 2n_L + 2 \). This model is to be constrained by measurements of receiver functions and surface wave dispersion measurements collected at a single receiver on the surface. Seismic receiver functions are time-dependent signals derived from deconvolving the vertical from the horizontal displacement waveforms of distant earthquakes recorded at a broadband seismometer. Figure 5a shows an example. Their calculation and use in constraining near-receiver structure has been the subject of much study over the past 20 years [30, 41]. It is well known that receiver functions are sensitive to the location of changepoints, or discontinuities in the seismic wavespeed as a function of depth in the crust.

The second class of observations, seismic surface wave dispersion measurements, are obtained from mapping the frequency dependence of seismic surface wave energy from an earthquake detected at a receiver. An example is seen in figure 5b. This type of observation is less sensitive to discontinuities in Earth properties but provides useful constraints on absolute values of shear wavespeed in the crust. Ideally, a joint inversion of both classes of data for crustal shear wave profiles would be preferable, as we obtain shear wave profiles with depth reflecting the information in the combined data. Commonly, this is done in an optimization framework, and the nonlinear dependence of the observables on the model results in a nonlinear optimization problem. Furthermore, a recurring difficulty for joint inversion is to determine how best to weight one class of observation relative to the other. Practitioners tend to make ‘informed guesses’ as to the relative weighting. In principle, the answer is to build a likelihood function which scales each class of data by its respective observational errors. For example, assuming that the errors are Gaussian and independent between data types, we have

\[
p(d|m,k) = \frac{1}{((2\pi)^{n_r+n_s}|C_r||C_s|)^{1/2}} \exp \left\{ -\frac{1}{2} \Phi(m,k) \right\},
\]

(3.2)

where \( n_r \) and \( n_s \) are the numbers of measurements of receiver function and surface wave data used, \( C_r \) and \( C_s \) are the covariance matrices of the receiver function and surface wave errors, respectively, and \( \Phi(m,k) \) is the misfit function measuring discrepancies between observations \((d_r, d_s)\) and predictions \((g_r(m), g_s(m))\) from the shear wave profile \( m \). The misfit, expressed in vector form, can be written

\[
\Phi(m,k) = (d_r - g_r(m))^T C_r^{-1} (d_r - g_r(m)) + (d_s - g_s(m))^T C_s^{-1} (d_s - g_s(m)),
\]

(3.3)

where the weighting between the two classes of data is determined by the relative size of entries in the covariance matrices, \( C_r \) and \( C_s \). Typically, surface wave dispersion errors are assumed to be independent and hence \( C_s \) is diagonal. For receiver functions, each value in \( d_r \) represents the
amplitude of a time-varying signal, and so errors are correlated between samples and $C_r$ has a banded structure (see [31] for details).

As has been seen in the regression example, even with transdimensional sampling of the model $m$, knowledge of the data noise is important to recover models with the correct complexity. However, in many situations, one has inadequate knowledge of the error statistics to calculate both covariance matrices fully. In such cases, the hierarchical approach developed in the regression problem can be extended to this case. The key idea is to parametrize each data covariance matrix by introducing additional unknowns, in a way that represents the degree of information available on the respective errors. We use a synthetic example from Bodin et al. [31] to illustrate. It is reasonable to assume that errors in dispersion measurements are independent and identically distributed, in which case the covariance matrix becomes proportional to the identity

$$C_s = \sigma_s^2 I,$$  \hspace{1cm} (3.4)

and the standard deviation parameter, $\sigma_s^2$, becomes a new unknown. For the time-correlated receiver functions, we assume an exponential covariance function described by two more unknowns, a variance, $\sigma_r^2$, and a correlation parameter, $r$. In this case, $C_r$ becomes a symmetric Toeplitz matrix

$$(C_r)_{ij} = \sigma_r^2 r^{|i-j|}.$$  \hspace{1cm} (3.5)

Although other parametrizations are possible, this one leads to simple expressions for the inverse and determinant of each covariance matrix, and makes it straightforward to evaluate the likelihood function (3.2)–(3.3) for a given combination of shear wave model $m$ and noise parameters $(\sigma_s, \sigma_r, r)$. For this set-up, the hierarchical transdimensional algorithm now consists of sampling over the shear wave velocity parameters, $v_i$, the interface depth parameters, $z_i$, the
number of layers, \( n_L \), and the three noise parameters \( (\sigma_s, \sigma_r, r) \). To illustrate the algorithm, flat priors were chosen on all parameters. Details of all sampling algorithms can be found in the study of Bodin et al. [31].

Figure 6 shows the results for the velocity depth profile for three separate cases. The first is obtained by inversion of receiver function data only, i.e. treating noise parameters \( \sigma_r \) and \( r \) in equation (3.5) as unknowns. The second is obtained with surface wave dispersion data only, and hence a single noise parameter \( \sigma_s \) (3.4) is unknown. The third is obtained using the datasets combined, treating all three noise parameters as variables. All three cases are hierarchical in this sense. Figure 6a shows the densities of the models in the posterior ensemble when only receiver functions are used. Light colours represent high posterior density and dark colours lower density. Figure 6b shows the density of all interface values superimposed. The thin line is the true model in
all cases. While there is some sensitivity to velocity and interface position when receiver function
data are used, the position of interfaces is poorly defined, as are velocities within layers. For
surface wave dispersion data, the interface position is almost completely unresolved, as seen
in figure 6d, and so is the velocity jump across interfaces. In contrast, the average velocities
appear well constrained (figure 6c). It is only when the two are combined (figure 6e,f) that
absolute velocity, velocity jumps across interfaces as well as the positions of interfaces are all
well constrained. This is because the noise parameters control the weighting between data types
in the joint inversion, and so it is only by allowing them to vary simultaneously that information
can usefully be extracted.

The joint inversion of different classes of data is a common problem in the geosciences
and arises in many other fields. Although this example specifically concerns a seismological
application, the same mathematical set-up occurs in almost all cases where two or more
independent data types are used to constrain a common set of parameters. The transdimensional
and hierarchical sampling framework may well have applications more broadly.

4. Embedding transdimensional sampling

A common criticism of MCMC sampling methods is that large numbers of likelihood evaluations
are required for convergence to the posterior PDF. Each likelihood evaluation requires solution of
the forward problem, i.e. predictions to be made from the model \( m \), represented, for example, as
\( g_r(m) \) and \( g_s(m) \) in equation (3.3). Even though efficient sampling schemes have been the subject
of much research, this is a potential weakness. In particular cases, the computational burden
can be reduced by embedding the MCMC algorithm within a linearized framework. Figure 7
illustrates the general idea. The steps in this iterative sequence are similar to that in a gradient-
based optimization algorithm. In the main loop of figure 7, the forward problem is linearized
about the reference model, \( m_i(x) \). Details will vary with application but in general the nonlinear
dependence of data on the model is represented by

\[
d = g(m(x)),
\]

which can be linearized in the form

\[
d \approx d_i + \delta d(m_k),
\]

where \( m_k \) are perturbations to basis function coefficients of the reference model \( m_i(x) \), \( d_i = g(m_i(x)) \) are the data predictions from the reference model in the \( i \)th iteration, and subscript \( k \) is the
model dimension. For examples of inverse problems linearized in this way, see Aster et al. [40]. In
the linearized scheme, the kernels of the forward problem are calculated once in the outer loop. In
seismic travel time tomography [28], this corresponds to solving geometric ray tracing equations
between source and receiver through the model \( m_i(x) \) and storing the rays [42]. Within the MCMC
step (dashed border in figure 7) perturbations to the data predictions, \( \delta d(m_k) \), for each new model
\( m_k \) can often be efficiently determined by using the kernels determined in the reference model
\( m_i(x) \). In the tomography case, this corresponds to integrating the model perturbation \( m_k \) along
known seismic rays.

Once the MCMC algorithm has converged and a posterior ensemble obtained, a single model
is constructed from the ensemble ‘in some way’ to be the next reference model. An example
is to take a pointwise spatial average of each model in the ensemble (as was done in the one-
dimensional example in figure 6). The key point is that the actual forward problem is only solved
once per iteration in the outer loop, but avoided in the MCMC step. This approach was used by
Bodin & Sambridge [28] to significantly speed up transdimensional sampling in two-dimensional
seismic travel time tomography. In that case, 1156 travel time data measurements were inverted
by completing three iterations of the outer loop each with \( 1.2 \times 10^6 \) steps of the MCMC algorithm.

In principle, embedded MCMC could be applied to any linearizable inverse problem and
thereby avoid computationally expensive forward solutions of every new model generated
along the Markov chain. However, success is dependent on the convergence of the linearized
Figure 7. Schematic showing how the transdimensional sampling algorithm may be embedded within a linearized iterative inversion scheme to reduce computational overheads. Sampling is performed within the dashed region where an ensemble of variable parametrization models are generated. Computational time is saved by avoiding solving the forward problem for each model in the ensemble, and instead adopting a linearized approximate solution. A single model, \( m_i(x) \), is produced from the ensemble and passed to the outer loop where the forward problem is again solved and a new linearization performed. (Online version in colour.)

scheme. It may be of interest to contrast the embedded MCMC algorithm with that of a standard optimization scheme which iteratively updates a single ‘best-so-far’ model. The transdimensional sampling generates a complete ensemble and provides a single ‘average’ model to the next iteration, whereas a gradient-based algorithm would update a single model using predetermined smoothing and other regularization operators [4]. The appeal of embedded MCMC is that it can take advantage of the efficiencies of linearization while using the data to constrain all classes of model parameter, including the parametrization and data noise parameters. In this context, the transdimensional sampling can be viewed as a sophisticated model update scheme (including regularization) with the ability to limit features in the model to those required by the data.

5. A transdimensional software library

An open source software library which implements a range of transdimensional sampling algorithms has been developed and is available for distribution. The suite is divided into four parts all built into a single C source code library. The first implements one-dimensional regression problems of the type described in the first example above. The number and location of partitions as well as the order of the polynomial within each partition may be variable. Hierarchical schemes are implemented for determining noise parameters. This will be suitable for a range of regression problems encountered in the sciences. The second part deals with the same style of one-dimensional spatial model only with a user-supplied forward problem as described in the seismic example in figure 6. The third and fourth parts deal with similar two-dimensional spatial models with and without a forward problem, i.e. regression of scattered data over two parameters and inversion for a two-dimensional field where a user-supplied forward problem is needed to make predictions of observables. An example of the later case is Bodin et al. [31]. Interfaces to the C-library using the Python, R and Fortran languages are under construction. The hope is that these tools will find uses across a range of inverse problems in the physical sciences.
6. Concluding remarks

We have outlined the concepts behind transdimensional MCMC sampling and presented some illustrative examples of its use to invert for one-dimensional models (e.g. functions of depth or time). Extensions to two- and three-dimensional spatial models are also possible. The key motivation for transdimensional inversion techniques is a desire to avoid making restrictive assumptions concerning details of parametrization and data noise, and instead use the data themselves to constrain these properties. In contrast to optimization approaches, the sampling-based algorithm generates an ensemble of candidate solutions, none of which is necessarily any more meaningful than another (although clearly can fit the data differently). Properties of the ensemble as a whole are used to infer information about the unknown spatial model. In this paper, we have focused on examining density plots and deriving average models for inspection, although many other properties can be calculated from ensembles, such as credible intervals, marginal PDFs and trade-off information between parameters [36]. Examples of each of these can be found in the reference cited. These techniques are increasingly finding applications in the geosciences but could equally well be applied to similar problems elsewhere.
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