Level-set reconstruction algorithm for ultrafast limited-angle X-ray computed tomography of two-phase flows
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Tomographic image reconstruction is based on recovering an object distribution from its projections, which have been acquired from all angular views around the object. If the angular range is limited to less than 180° of parallel projections, typical reconstruction artefacts arise when using standard algorithms. To compensate for this, specialized algorithms using a priori information about the object need to be applied. The application behind this work is ultrafast limited-angle X-ray computed tomography of two-phase flows. Here, only a binary distribution of the two phases needs to be reconstructed, which reduces the complexity of the inverse problem. To solve it, a new reconstruction algorithm (LSR) based on the level-set method is proposed. It includes one force function term accounting for matching the projection data and one incorporating a curvature-dependent smoothing of the phase boundary. The algorithm has been validated using simulated as well as measured projections of known structures, and its performance has been compared to the algebraic reconstruction technique and a binary derivative of it. The validation as well as the application of the level-set reconstruction on a dynamic two-phase flow demonstrated its applicability and its advantages over other reconstruction algorithms.
1. Introduction

Computed tomography (CT) is a useful imaging tool in medicine, non-destructive testing and many scientific areas. The basic principle of collecting projection data from different views to reconstruct a non-superimposed cross-sectional image can be realized with different signal carriers, such as light, electric current or ionizing radiation. From the theory of tomographic image reconstruction, projections need to be captured in all directions within the imaging plane. However, this condition cannot be fulfilled in every application. Reasons for limited projection data include restricted accessibility of objects of investigation (e.g. large engine parts, extended planar objects like walls), technical limitations of the measurement system (e.g. large electrodes required for electrical tomography methods) or temporal limitations, if the object does not remain static during the measurement. For this variety of extended tomography problems, specially adapted image reconstruction methods are required, which are able to cope with the reduced projection data and still provide acceptable reconstruction results.

In the application considered here, an ultrafast X-ray CT technique [1] is applied to two-phase flow measurement. Although the measurement interval must be very short to capture the dynamic changes within the flow, the temporal aspect is not the primary reason for data limitation in this case. Instead, a fixed set-up consisting of a detector arc and an elongated target, on which a moving X-ray source is generated by a deflected electron beam, is the basis of the ultrafast CT technique. For a complete tomographic projection dataset, the detector arc and X-ray source path on the target must overlap in a certain angular range. Technical realization is thus possible in two ways: either the X-ray source path and detector arc are in different planes [2] or parts of the projection dataset are missing. This article deals with the latter case, in which the angular range of projections is limited, while the uncertainty in the axial direction is minimized. It is also relevant for extending the measurement principle to two-plane [3] and multi-plane (three-dimensional CT) [4] approaches, in which the axial offset between the detector arc and the X-ray source path is no longer acceptable due to the extended target geometry. Different approaches [5,6] have shown that it is difficult, if not impossible, to create a reconstruction algorithm that is generally applicable to those limited-angle problems in the method of suppressing the artefacts appearing when standard reconstruction methods are applied. Only a reduction of the artefacts by optimizing the geometry is feasible [7]. Instead, some kind of a priori information about the object of investigation has to be available to fill the gap in missing projection data. In [8], for example, the problem of reconstructing circular objects has been solved on the basis of the Hough transform. For two-phase flows, such as gas–liquid [9] or gas–solid flows [10], knowledge about the two distinct phases—each with constant attenuation coefficient—can be very useful, because the problem is reduced to recovering binary distributions. However, the way of incorporating this a priori knowledge is not trivial, as the basic nature of the tomography problem is changed essentially. We here propose a reconstruction technique that is based on the level-set method for solving this special kind of problem. The paper is organized as follows. In the succeeding sections, the problem is described in connection with the targeted application. Subsequently, the principle of the level-set method (§4) and the developed level-set reconstruction (LSR) algorithm (§5) are described. Finally, the performance of the algorithm is demonstrated using simulated and measured projection data.

2. Measurement technique and problem description

The ultrafast X-ray CT system considered here consists of a moving X-ray source based on electron beam deflection and a semicircular detector arc. As shown in figure 1, the electron beam generated in the electron gun is guided towards a linear heavy-metal target and focused onto the X-ray-emitting focal spot. By deflecting the electron beam along the target, a moving X-ray source spot is generated, which gives projections of the object of investigation from different angular views. The intensities of the transmitted X-ray radiation are measured by the static detector arc, which comprises 256 room-temperature semiconductor detector elements.
Figure 1. (a) Principle and (b) geometry of limited-angle electron beam X-ray CT. Different projection angles are achieved within this static set-up by generating a moving X-ray source spot on the elongated target.

Figure 2. Influence of missing projections in the Radon domain on the reconstructed images. Comparison of complete projection dataset (a) with a limited-angle dataset (b).

This kind of set-up with X-ray source path and detector elements lying within one plane provides the best possible axial resolution by keeping the axial uncertainty as small as possible. However, as the angular projection range is limited in this set-up, the resulting projection dataset is incomplete, which results in typical artefacts in the reconstructed images, as shown in figure 2. The exact reconstruction of an object in the space domain requires measured samples of projection in the Radon domain for the complete angular range of 180° and all displacements covering the maximum diameter of the object of investigation (figure 2a). Missing values in the Radon domain, as in the current set-up, result in artefacts, as shown in figure 2b, which get worse with growing distance from the X-ray source. The available angular projection range for a certain point $P = (x, y)$ within the object can be maximized by increasing the length of the target and by reducing the...
distance between this point and the X-ray target. Consequently, this measurement technique is best applicable for smaller-diameter objects, as the severity of the artefacts increases with the distance from the source.

3. Algebraic image reconstruction algorithms

Tomographic image reconstruction is based on recovering a parameter distribution \( \mu = \{ \mu_j \} \), with \( j \in J \) and \( J \) being the set of pixel indices, from a set of projections \( \mathbf{p} = \{ \mathbf{p}_k \} \), with \( k \in K \) and \( K \) being the set of projection indices, gathered from different angular views. In our case, \( \mu \) corresponds to the distribution of the linear X-ray attenuation coefficient and \( \mathbf{p} \) contains the measured X-ray attenuation values. One possible way to describe this problem is the algebraic formulation, which assumes a constant parameter value in each pixel of the reconstructed image. This assumption leads to a linear equation system of the form

\[
\mathbf{p} = A \cdot \mu, \tag{3.1}
\]

in which \( A \) is a matrix comprising the geometric mapping of projection lines and pixels. The inverse problem, i.e. the problem of reconstruction, consists of finding the inverse or pseudo-inverse matrix \( A^{-1} \) or \( A^+ \), respectively, which is not trivial due to the dimension of \( A \). In general, the algebraic reconstruction technique (ART) [11] is most favoured to solve the algebraic reconstruction problem. This iterative technique is based on updating \( \mu \) according to the two-step formula

\[
\begin{aligned}
\mu^{(i+1)} &= \mu^{(i)} + \lambda \frac{\mathbf{p}_k - \mathbf{a}_k \cdot \mu^{(i)}}{\| \mathbf{a}_k \|^2} \cdot \mathbf{a}_k^T, \\
\mu_j^{(i+1)} &= \max \left( 0, \mu_j^{(i+1)} \right) \quad \forall j \in J,
\end{aligned}
\tag{3.2}
\]

wherein \( \lambda \) is a relaxation factor with value within \([0, 2]\) to steer convergence. To yield better convergence behaviour, the mapping of the projection indices \( k \) onto the minor iteration index \( i \) is mostly chosen as random, with the restriction that each \( k \) is used exactly once per major iteration. The restriction towards positive values of \( \mu_j \) assures physically meaningful values of the linear attenuation coefficient and does not affect convergence.

For the problem of recovering a binary distribution, we derived an alternative reconstruction algorithm, which we refer to as binary ART. It adopts the basic principle of ART with the difference of using a binary version of \( \mu^{(i)} \) to calculate the forward projection \( \mathbf{a}_k \cdot \mu^{(i)} \) in the correction term of equation (3.2). The binary distribution \( \mu^{(i)} \) comprises only the attenuation coefficient values of the two involved phases, while \( \mu^{(i)} \) can take every positive value. Thus \( \mu^{(i)} \) is derived from \( \mu^{(i)} \) by using a threshold at the mean of both attenuation coefficients. In the case of one phase being a gas in X-ray tomography, the problem further simplifies, because the attenuation coefficient of gas is negligible. Thus, only the attenuation coefficient of the liquid \( \mu_L \) and zero are permitted values for the elements of \( \mu^{(i)} \) and the threshold is set to \( \mu_L / 2 \). One iteration of this bimodal approach then consists of three steps as

\[
\begin{aligned}
\mu^{(i+1)} &= \mu^{(i)} + \lambda \frac{\mathbf{p}_k - \mathbf{a}_k \cdot \mu^{(i)}}{\| \mathbf{a}_k \|^2} \cdot \mathbf{a}_k^T, \\
\mu_j^{(i+1)} &= \max \left( 0, \mu_j^{(i+1)} \right) \quad \forall j \in J, \\
\mu_j^{(i+1)} &= \begin{cases} 
\mu_L & \text{if } \mu_j^{(i+1)} > \mu_L / 2 \\
0 & \text{else}\end{cases} \quad \forall j \in J.
\end{aligned}
\tag{3.3}
\]

The resulting binary distribution matches the measured projection data within the range of the measured noise and the degree of under-determination of the problem.
4. Basic principle of the level-set method

The level-set method is a numerical method that was originally designed to describe interface motions [1] in order to simulate boundary movements in fluid mechanics and related fields. The main difference compared to Lagrangian methods lies in the implicit formulation in terms of Eulerian partial differential equations. As the basic principle of the level-set method, the interface is defined as the zero level \( S \) of an underlying level-set function \( \phi(x,y,t) \), which is defined on a two-dimensional Cartesian grid \((x,y)\) as a function of time \( t \) (figure 3). Besides the easier computation, this implicit formulation has the advantage of coping with arbitrary topologies, which are not known \( a \ priori \). Even topology changes, such as splitting or merging of regions, are accomplished without further assumptions. By definition, regions with \( \phi < 0 \) belong to the ‘inside’ region and regions with \( \phi > 0 \) to the ‘outside’ region. Movements of the interface are only considered in the normal direction. The equation of motion is therefore defined as

\[
\frac{\partial \phi}{\partial t} + F |\nabla \phi| = 0, \quad (4.1)
\]

wherein \( F \) is a force function that determines the type of motion of the interface. It can be arbitrarily defined for different kinds of applications [12,13].

5. The level-set reconstruction algorithm

(a) Basic algorithm

The ART is a standard algorithm that does not account for the limited-angle problem. The binary ART algorithm is quite straightforward in the attempt to force a binary distribution but still insufficiently considers the characteristics of the problem. In order to find a more sophisticated approach, we employ the level-set method to solve the limited-angle problem. Therein, the binary distribution \( \mu_{#}^{(i)} \) is defined by the sign of the discrete representation of the level-set function \( \phi \) as

\[
\mu_{#}^{(i)}(j) = \begin{cases} 
\mu_L & \text{if } \phi^{(i)}(j) < 0 \\
0 & \text{else} 
\end{cases} \quad \forall j \in I. \quad (5.1)
\]

The main task is to find a suitable definition of the force function to solve the tomographic reconstruction problem and to consider the main characteristics of the object to find an adequate solution.

To fulfill equation (3.1), we derived a discrete force function term \( F^{(i)} \) similar to the ART iteration formula (equation (3.2)) as

\[
F^{(i)} = \sum_{k \in K} \left[ \left( a_k \cdot \mu^{(i)} - p_k \right) \cdot \frac{a_k^T}{\|a_k\|^2} \right]. \quad (5.2)
\]
The main difference results from summing the deviations of all projection lines contrary to the ray-by-ray approach of ART. A similar approach has been proposed by Elangovan & Whitaker [14], however without the ART-specific weighting of the projections.

Besides this, a second force term \( K^{(i)} \) is introduced, which provides some degree of smoothing of the interface, which is reasonable for the application of two-phase flow imaging, as the phase boundaries are of limited curvature. Therefore, the force acts against high values of the curvature \( \kappa \) in the form of

\[
K^{(i)} = -\varepsilon\kappa^{(i)}.
\]  

(5.3)

The degree of smoothing is steered by the weighting parameter \( \varepsilon \).

(b) Numerical implementation

The level-set function \( \varphi(x, y, t) \) is transferred into a discrete function \( \varphi^{(i)} = \{ \varphi_{m,n}^{(i)} \} \) with elements according to

\[
\varphi_{m,n}^{(i)} = \varphi(m \cdot \Delta x, n \cdot \Delta y, i \cdot \Delta t),
\]  

(5.4)

wherein \( \Delta x, \Delta y \) and \( \Delta t \) are the discretization steps in \( x, y \) and \( t \), respectively, and \( m \in M, n \in N \) and \( i \in I \) are the respective indices. The same discretization applies for the force functions \( F \) and \( K \). The discretization in space is chosen according to the discretization of the projection data in the real measurement set-up as \( \Delta x = \Delta y = 0.5 \) mm. The conversion to the vector representation of \( \mu^{(i)} \) is achieved simply by re-sorting the indices according to \( j = m + n \cdot |M| \).

For the numerical implementation of the differential operator \( \partial \varphi / \partial a \) of a given function \( f_k = f(k \cdot \Delta a) \), there are in general three options:

\[
D^{+a}f = \frac{f_{k+1} - f_k}{\Delta a},
\]  

(5.5)

\[
D^{-a}f = \frac{f_k - f_{k-1}}{\Delta a},
\]  

(5.6)

and

\[
D^{\pm a}f = \frac{f_{k+1} - f_{k-1}}{\Delta a},
\]  

(5.7)

which are named forward, backward and central difference, respectively.

For the differential operator in time \( (\partial \varphi / \partial t) \), the forward difference

\[
D^{+t}\varphi_{m,n}^{(i)} = \frac{\varphi_{m,n}^{(i+1)} - \varphi_{m,n}^{(i)}}{\Delta t}
\]  

(5.8)

is applied, because the dependence is one-directional. In the spatial domain, one has to consider the direction of the information flow, which needs to be in accordance with numerics and physics. Therefore, the following scheme is applied for \( \forall \varphi \) in combination with the respective force function terms:

\[
\varphi_{m,n}^{(i+1)} = \varphi_{m,n}^{(i)} + \Delta t \cdot \left[ \max(F_{m,n}^{(i)}, 0)\nabla^{+}\varphi_{m,n}^{(i)} + \min(F_{m,n}^{(i)}, 0)\nabla^{-}\varphi_{m,n}^{(i)} - K_{m,n}^{(i)}\sqrt{(D^{+x}\varphi_{m,n}^{(i)})^2 + (D^{+y}\varphi_{m,n}^{(i)})^2} \right],
\]  

(5.9)

with

\[
\nabla^{+}\varphi_{m,n}^{(i)} = \left[ \max(D^{-x}\varphi_{m,n}^{(i)}, 0)^2 + \min(D^{+x}\varphi_{m,n}^{(i)}, 0)^2 + \max(D^{-y}\varphi_{m,n}^{(i)}, 0)^2 + \min(D^{+y}\varphi_{m,n}^{(i)}, 0)^2 \right]^{1/2},
\]  

(5.10)

\[
\nabla^{-}\varphi_{m,n}^{(i)} = \left[ \max(D^{+x}\varphi_{m,n}^{(i)}, 0)^2 + \min(D^{-x}\varphi_{m,n}^{(i)}, 0)^2 + \max(D^{+y}\varphi_{m,n}^{(i)}, 0)^2 + \min(D^{-y}\varphi_{m,n}^{(i)}, 0)^2 \right]^{1/2},
\]  

(5.11)

which follows the Enquist–Osher scheme proposed in [15] to fulfil the entropy condition at discontinuous parts of the level-set curve.
The chosen discretization is sufficient for mapping the expected two-phase flow structures onto the level-set function as well as for evolving the resulting interface. However, a simple binarization of \( \varphi_{m,n}^{(i)} \) for the determination of \( \mu_{j}^{(#i)} \) causes inadequate high discretization errors during the forward projection, especially for smaller or irregular structures. A higher accuracy is achieved by allowing values in the interval \([0, 1]\) for \( \mu_{j}^{(#i)} \) near the interface. The procedure to determine \( \mu_{j}^{(#i)} \) from the current level-set function \( \varphi_{m,n}^{(i)} \) is as follows. In the first step, sampling points of the zero level \( S \) are determined in each row as

\[
s_x^{(i)} = \{(x, n \cdot \Delta y) | \varphi(x, n \cdot \Delta y, i \cdot \Delta t) = 0\}
\]

and in each column as

\[
s_y^{(i)} = \{(m \cdot \Delta x, y) | \varphi(m \cdot \Delta x, y, i \cdot \Delta t) = 0\}
\]

by linear interpolation between the discrete elements of \( \varphi_{m,n}^{(i)} \). In the second step, the sampling points are connected by a nearest-neighbour approach, which considers also the direction of the level-set curve with respect to the sign of the level-set function. The connections between the sampling points of \( S \) are modelled as straight lines. In the third step, the value of \( \mu_{j}^{(#i)} \) is determined as

\[
\mu_{j}^{(#i)} = \mu_L \cdot \omega_{j}^{(i)},
\]

with \( \omega_{j}^{(i)} \) being the area fraction of pixel \( j \), which lies within the zero level-set curve \( S^{(i)} \).

(c) Initialization and re-initialization

The initial level-set function \( \varphi_{m,n}^{(0)} \) is normally defined as a signed distance function of an initial level-set curve \( S^{(0)} \), as the signed distance function provides a constant gradient distribution over the whole domain and thus homogeneous conditions for the evolution of the curve. It has been found that the shape of \( S^{(0)} \) has no influence on the final reconstruction result. However, the number of iterations to reach this result can be reduced if the initial curve topography is similar to the final one. Therefore, the result of one iteration of the ART algorithm is used here to extract the initial curve.

During the evolution of the level-set function, the initial condition of a homogeneous gradient distribution is decreasingly satisfied. To prevent the evolution from getting stuck, different remedies are known. Besides the well-known re-initialization [15] of the level-set function, different approaches have been proposed, for example, in [16], which circumvent the additional computational effort of the re-initialization by supplementing certain conditioning terms in the level-set equation (equation (4.1)). As the extraction of the level-set curve is already part of the proposed algorithm, the re-initialization with a new signed distance function on the basis of the extracted curve is not much of a drawback and is therefore applied in this approach.

(d) Practical algorithm

Figure 4 shows the procedure of the LSR algorithm using the example of a generic material distribution. In the initialization step, one global iteration of the ART algorithm (equation (3.2)) with consecutive binarization at \( \mu_L/2 \) is applied to gain \( \mu^{(#0)} \) from the projection data \( p \) using a zero matrix as initial distribution for \( \mu \). The initial level-set curve \( S^{(0)} \) is extracted from \( \mu^{(#0)} \) using marker points along the interface equivalently to the above described method. The initial level-set function \( \varphi_{m,n}^{(0)} \) is calculated as the signed distance function of \( S^{(0)} \). Each of the iteration steps then includes the update of the level-set function \( \varphi_{m,n}^{(i+1)} \) according to (5.9), the extraction of the level-set curve \( S^{(i+1)} \) and the calculation of the new object distribution \( \mu^{(#i+1)} \) as described above (equation (5.14)).

The algorithm includes a number of free parameters, which can be used to steer the convergence behaviour of the reconstruction and to some degree the reconstruction results. These
6. Validation of the level-set reconstruction algorithm

For the validation of the algorithm, different defined distributions \( \mu^* \) have been created, two of which are presented here (figure 5). The first one (phantom 1) is a software phantom, which has been used to simulate projection datasets with and without superposition of noise. The second distribution (phantom 2) has been manufactured as a three-dimensional PMMA structure, from which a projection dataset has been measured by the ultrafast X-ray CT system (as described above) during a (nearly) free-fall experiment. From the time-resolved dataset of the whole structure, only one slice is considered here. The limited-angle measurements and the simulation thereof have been performed according to the geometrical properties in figure 1b, with the orientation of the phantoms being as plotted in this paper.
Figure 6. Comparison of the reconstruction algorithms for a simulated noise-free dataset of phantom 1. Convergence behaviour during 500 iterations (a), ART reconstruction with $N_{it} = 100$ (b), ART reconstruction with $N_{it} = 500$ (c), binary ART reconstruction with $N_{it} = 100$ (d), binary ART reconstruction with $N_{it} = 500$ (e), LSR reconstruction with $N_{it} = 100$ (f) and LSR reconstruction with $N_{it} = 500$ (g).

In order to quantify the reconstruction result, a binary error measure is defined as

$$e^{(i)}_{\text{bin}} = \frac{1}{|J|\mu_\text{L}} \sum_{j \in J} \left| \mu_j^{(i)} - \mu_*^j \right|.$$  

(6.1)

It is applicable to the results of all three reconstruction algorithms considered here, provided that a threshold of $\mu_\text{L}/2$ has been used subsequently to binarize the ART reconstructions.

In a first simulation experiment, a noise-free projection dataset of phantom 1 has been computed, which served as input for all three reconstruction algorithms. As their roles in the iterative algorithms are equivalent, both the time step in the LSR algorithm and the relaxation factor in the ART reconstruction have been set to $\Delta t = \lambda = 0.01$ for better comparison. Re-initialization within the LSR algorithm has been performed every 10 iterations ($f_{\text{rein}} = 0.1$).

After each iteration, the binary deviation $e^{(i)}_{\text{bin}}$ has been determined for all three reconstruction algorithms. The results of the experiment are presented in figure 6.

The reconstructed images in figure 6b–g illustrate the different performance of the three algorithms. While the ART algorithm suffers from the missing projection data and shows the typical limited-angle artefacts in the images, the binary ART algorithm is able to recover the true structure in general, but generates speckle noise due to the bimodal approach. The LSR algorithm, however, is able to cope with both, which results in a nearly complete reconstruction of the original distribution without artefacts or artificial noise. The only drawback of LSR is the undefined structures appearing at the intermediate level (figure 6f), which might be misinterpreted if the reconstruction is stopped too early. The diagram in figure 6a confirms the higher remaining error of ART and binary ART after 500 iterations. It also shows that none of the algorithms tends to diverge at a certain point in this noise-free case. There are also some differences in the convergence behaviour of the three algorithms. Binary ART converges very rapidly compared with the others and shows some irregular fluctuations. LSR produces regular fluctuations in the binary deviation, which are associated with the re-initialization. The re-initialization itself produces a small error increase, as the position of the zero level set is shifted slightly during the procedure. However, owing to the equalization of the gradients, a large decrease in the binary error measure is achieved in the subsequent iteration. ART converges very smoothly, but ends up with the highest deviation.

In a second simulation experiment, a projection dataset of phantom 1 with Poisson distributed noise has been subject to reconstruction. Again, $\Delta t = \lambda = 0.01$ and $f_{\text{rein}} = 0.1$ have been applied and the binary deviation $e^{(i)}_{\text{bin}}$ has been determined after each iteration for all three reconstruction algorithms. The results of the experiment are presented in figure 7.
Figure 7. Comparison of the reconstruction algorithms for a simulated dataset of phantom 1 with Poisson distributed noise. Convergence behaviour during 500/800 iterations (a), ART reconstruction with \(N_{\text{it}} = 22\) (b), ART reconstruction with \(N_{\text{it}} = 200\) (c), binary ART reconstruction with \(N_{\text{it}} = 3\) (d), binary ART reconstruction with \(N_{\text{it}} = 500\) (e), LSR reconstruction with \(N_{\text{it}} = 100\) (f) and LSR reconstruction with \(N_{\text{it}} = 800\) (g).

Figure 8. Comparison of the reconstruction algorithms for a measured dataset of phantom 2. Original distribution (a), ART reconstruction with \(N_{\text{it}} = 5\) and \(\lambda = 0.1\) (b), binary ART reconstruction with \(N_{\text{it}} = 3\) and \(\lambda = 0.01\) (c) and LSR reconstruction with \(N_{\text{it}} = 40\) and \(\Delta t = 0.01\) (d).

As can be seen in the diagram in figure 7a, ART and binary ART converge towards an optimal reconstruction and diverge afterwards due to the noise within the projection dataset. Figure 7b,d shows the reconstructions at this optimal point. Unfortunately, this optimal iteration number for ART and binary ART, for which the binary deviation is lowest, depends on the unknown distribution and is therefore difficult to determine in practical applications. While the ART reconstruction becomes increasingly worse during further iterations, the binary deviation of binary ART remains constant at a slightly higher level than the optimum. Still, the binary ART is no longer able to cope with the missing data in an adequate manner and shows some limited-angle artefacts in addition to the speckle noise. Only the LSR seems little affected by the noise level and reveals the true structure at a very low level of the binary deviation, though it takes some more iterations.
Figure 9. Influence of the curvature weighting parameter $\epsilon$ on the LSR of the measured dataset of phantom 2. Convergence behaviour during 40 iterations (a), original distribution (b), and LSR reconstruction with $\epsilon = 0$ (c), $\epsilon = 2$ (d), $\epsilon = 5$ (e), $\epsilon = 10$ (f) and $\epsilon = 20$ (g).

Figure 10. Comparison of the reconstruction algorithms for a measured dataset of a water–air two-phase flow. ART reconstruction $N_{it} = 5$ and $\lambda = 0.1$ (a), ART reconstruction with $N_{it} = 100$ and $\lambda = 0.1$ (b), binary ART reconstruction with $N_{it} = 10$ and $\lambda = 0.01$ (c), LSR reconstruction with $N_{it} = 40$, $\Delta t = 0.01$ and $\epsilon = 0$ (d), LSR reconstruction with $N_{it} = 40$, $\Delta t = 0.01$ and $\epsilon = 10$ (e), three-dimensional plot of 200 frames (80 ms) (f), and three-dimensional plot of 1000 frames (400 ms) (g). (Online version in colour.)

The experiments with the PMMA structure (phantom 2) enable the validation of the LSR algorithm with realistic noise characteristics. Figure 8a shows the original structure of the phantom and figure 8b–d the reconstructions with the three different reconstruction algorithms at their respective optimal number of iterations and relaxation factor/time steps. Although limited-angle artefacts are less severe in this structure, the LSR algorithm is still superior to the other algorithms with respect to noise reduction and preferring smooth boundaries. The binary deviation is nearly the same for ART and LSR and higher than in the simulations, which might be due to manufacturing and positioning tolerances.

Finally, it has been investigated how the weighting parameter $\epsilon$ influences the reconstruction result of the multiple sized structures in phantom 2. Therefore, $\epsilon$ has been varied from 0 to 20 and the binary deviation has been determined. Figure 9 shows the progress of the binary deviation for all cases as well as the reconstructed images after 40 iterations at $\Delta t = 0.01$. As can be seen from the diagram, there is an optimum between $\epsilon = 5$ and $\epsilon = 10$. A close look at the images reveals that, at $\epsilon = 10$, there are already some structures missing, which were still captured up to $\epsilon = 5$. 
Although there seems to be no qualitative difference in the images between \( \varepsilon = 0 \) and \( \varepsilon = 5 \), the quantitative results suggest that a regulated contribution of the curvature flow has a positive influence on the reconstruction result. As the value of \( \varepsilon \) correlates to the highest curvature value allowed in the image, it is feasible to determine a suitable value in practical applications.

In order to demonstrate the application of the LSR to the measurement of real two-phase flow applications, a water–air two-phase flow has been produced within an experimental flow loop with inner diameter 50 mm and measurements with ultrafast X-ray CT have been performed. The reconstruction results of a sample slice and three-dimensional representations of the reconstructed dataset are depicted in figure 10. It shows clearly that the main advantages mentioned in the context of the validation experiments also apply in the two-phase flow experiment. The LSR algorithm is able to suppress the limited-angle artefacts as well as the noise from the projection data and reveals a structure that most probably corresponds to the true one.

7. Conclusion

For the reconstruction of binary distributions from ultrafast limited-angle X-ray CT, a new reconstruction algorithm based on the level-set method has been proposed. During validation experiments with simulated and measured projection datasets of known structures, the performance and the advantages of this LSR in comparison to the well-known ART algorithm and a binary derivative of it have been demonstrated. The influence of the tunable parameters in this algorithm (the weighting factor \( \varepsilon \) for the curvature-dependant smoothing, the time step \( \Delta t \), the frequency of re-initialization \( f_{\text{rein}} \) and the number of iterations \( N_{\text{it}} \)) has been analysed. It turned out that \( \varepsilon \) directly influences the minimum curvature that is allowed in the reconstructed images, and therefore can be chosen adequately for the respective application. The other parameters influence the stability and convergence behaviour of LSR, although with relatively small sensitivity. Thus, assured convergence is achieved by low \( \Delta t \) and high \( N_{\text{it}} \), but reasonable results are also gained with higher \( \Delta t \) and lower \( N_{\text{it}} \). As a positive effect arising from the convergence behaviour of LSR, it could be observed that no diverging takes place during the reconstruction. Thus, there is no need to find an optimal stop criterion as is the case in ART and binary ART. Instead, the reconstruction can be run until no significant changes occur any more. Re-initialization of the level-set function is useful to speed up convergence. A frequency of \( f_{\text{rein}} = 0.1 \) turned out to be reasonable.

Altogether one can conclude that LSR converges towards a binary distribution with the same projection result as the measured projection data. Besides the phase assignment being directly integrated in the reconstruction process, a further advantage of the LSR is its capability to provide smooth boundaries and thus to prevent noise in the projection data from reducing the image quality excessively. Most advantageous for this limited-angle application is the potential of this approach to effectively suppress typical limited-angle artefacts. The lack of information from the inaccessible viewing angles is compensated by the \textit{a priori} information about the attenuation coefficient of the involved phases.
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