Virus sensor based on single-walled carbon nanotube: improved theory incorporating surface effects
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In this paper, we deal with the theoretical framework for a single-walled carbon nanotube serving as a virus or bacterium sensor, with the complicating influences of non-locality and surface effects taken into account. It is demonstrated that these effects are not negligible as is often assumed in the literature; they may greatly influence both the vibration behaviour as well as the identification process of the virus or bacterium.

1. Analysis

As Tibbals [1] writes: ‘nanomedicine and medical nanotechnology are taking an interesting and promising direction. The terms “nanomedicine” and “medical nanotechnology” have been formally established since their adoption into major programme initiatives by the National Institutes of Health and other leading medical bodies worldwide’ (see also Koprowski [2]). In this respect, the contribution of nanotechnology to the mitigation of serious virus outbreaks that may develop into pandemics lies, in part, in the development of nanosensors that may detect the presence of a virus.
The interested reader may consult the books by Jha [3], Khanna [4] and Lim [5], for example. Current nanotechnology offers several new possibilities for the development of sensing possibilities with a view to detecting a virus or bacterium. Several authors used refined theory to describe vibrations of short carbon nanotubes, including the effects of shear deformation and rotary inertia, leading to application of the refined Bresse–Timoshenko theory rather than the classical Bernoulli–Euler theory. However, at the small scale, there are additional effects that ought to be taken into account. In this respect, one has to mention the non-local continuum mechanics that allows one to account for the small-length-scale effects that become quite important when dealing with nanostructures. Considerable interest has been demonstrated recently in the application of non-local continuum mechanics for proper modelling of microbeams and nanobeams. Lu et al. [6, 7] proposed a generalization of the Bresse–Timoshenko equations for flexural beams to be analysed by the non-local theory. However, they did not include surface effects. Lee & Chang [8] (see also [9, 10]) proposed a generalization of the Bresse–Timoshenko equations for flexural beams analysed by the non-local theory with surface effects:

\[
(El)^* \frac{\partial^2 \phi}{\partial x^2} + \kappa GA \left( \frac{\partial v}{\partial x} - \phi \right) - \left[ 1 - (e_0a)^2 \frac{\partial^2}{\partial x^2} \right] \frac{\rho I}{\partial t} \frac{\partial^2 \phi}{\partial t^2} = 0 \tag{1.1}
\]

and

\[
\kappa GA \left( \frac{\partial^2 v}{\partial x^2} - \frac{\partial \phi}{\partial x} \right) - \left[ 1 - (e_0a)^2 \frac{\partial^2}{\partial x^2} \right] \left[ \rho A \frac{\partial^2 v}{\partial t^2} - \frac{\partial}{\partial t} \left( H \frac{\partial v}{\partial x} \right) \right] = - \left[ p - (e_0a)^2 \frac{\partial^2 p}{\partial x^2} \right]. \tag{1.2}
\]

Here \( \kappa \) is the shear coefficient that depends on the shape of the cross section, \( A \) is the area of the cross section, \( G \) is the modulus of elasticity in shear, \( \phi \) is the slope of the deflection curve when the shear force is neglected, \( v \) is the total deflection, \( x \) is the axial displacement, \( \rho \) is the mass density per unit volume, \( t \) is the time, \( E \) is the Young’s modulus of elasticity, \( I \) is the area moment of inertia, \( (El)^* \) is the effective flexural rigidity that includes the surface bending elasticity on the nanotube and its flexural rigidity and is defined as \( (El)^* = \pi E^S (R_i^3 + R_o^3) + EI \), with \( E^S \) being the surface elasticity modulus, \( H \) is a constant parameter that is determined by the residual surface tension and the shape of the cross section and is defined as \( H = 4 \tau (R_i + R_o) \) with \( \tau \) the residual surface tension per unit length on the nanotube, \( e_0a \) is the scale coefficient that incorporates the non-locality effect, \( a \) is an internal characteristic length, \( e_0 \) is a constant for adjusting the model in matching some reliable results by experiments or other models, and \( p(x) \) is the distributed load that may set on the beam (in free vibration, we set \( p(x) = 0 \)). When \( e_0a = 0 \), and in the absence of surface elasticity effects, equations (1.1) and (1.2) are reduced to the equations of the classical Bresse–Timoshenko beam.

A more refined model has been given recently by Ansari & Sahmani [11] for different local beam theories, including the Bresse–Timoshenko beam theory. Hereinafter, we extend the earlier-mentioned theory for the non-local beam.

Note that the model of Lu et al. [6] or Lu et al. [7] is valid for a surface elasticity loading modelled as a conservative loading. The reader is referred also to the recent study of Challamel & Elishakoff [12] for a discussion on conservative versus non-conservative modelling of surface elasticity effects.

It was shown by Elishakoff [13] that a simpler and more consistent set of equations is derivable by retaining equation (1.2), whereas equation (1.1) should be replaced by

\[
(El)^* \frac{\partial^2 \phi}{\partial x^2} + \kappa GA \left( \frac{\partial v}{\partial x} - \phi \right) - \left[ 1 - (e_0a)^2 \frac{\partial^2}{\partial x^2} \right] \frac{\rho I}{\partial t^2} \frac{\partial^3 \phi}{\partial x \partial t^2} = 0. \tag{1.3}
\]

We put equations (1.2) and (1.3) in the form

\[
M_{11} v(x, t) + M_{12} \phi(x, t) = 0 \tag{1.4}
\]

and

\[
M_{21} v(x, t) + M_{22} \phi(x, t) = 0, \tag{1.5}
\]
with the operators $M_{jk}$ defined as

$$M_{11} = \kappa GA \frac{\partial}{\partial x} - \rho I \frac{\partial^3}{\partial x \partial t^2} + (e_0 a)^2 \rho I \frac{\partial^5}{\partial x^2 \partial t^2},$$

$$M_{12} = -\kappa GA + (EI)^* \frac{\partial^2}{\partial x^2},$$

$$M_{21} = \kappa GA \frac{\partial^2}{\partial x^2} - \rho A \frac{\partial^2}{\partial t^2} + H \frac{\partial^2}{\partial x^2} + (e_0 a)^2 \rho A \frac{\partial^4}{\partial x^2 \partial t^2} - (e_0 a)^2 H \frac{\partial^4}{\partial x^4}$$

and

$$M_{22} = -\kappa GA \frac{\partial}{\partial x}.$$

We introduce a potential function $f(x,t)$ as follows:

$$v(x,t) = -M_{12} f(x,t)$$

and

$$\phi(x,t) = M_{11} f(x,t).$$

Substituting equations (1.10) and (1.11) into (1.4) and (1.5) makes equation (1.4) an identity. Equation (1.5) becomes

$$(M_{11}M_{22} - M_{12}M_{21}) f(x,t) = 0,$$

or

$$\left[ -(\kappa GA)^2 \frac{\partial^2}{\partial x^2} + \rho I \kappa GA \frac{\partial^4}{\partial x^4 \partial t^2} - \kappa GA(e_0 a)^2 \rho I \frac{\partial^6}{\partial x^6 \partial t^2} + (\kappa GA)^2 \frac{\partial^2}{\partial x^2} - (EI)^* \kappa GA \frac{\partial^2}{\partial x^2} \right] f(x,t) = 0.$$

We model the virus at the end of the beam as a concentrated mass. This mass may turn out to be either small in comparison with the mass of the beam, or large, or of the same order of magnitude as the beam's mass. In each case, different sets of boundary conditions must be adopted.

The Bresse–Timoshenko beam model for vibration analysis of carbon nanotubes was used by several authors. The interested reader may consult the studies by Wang et al. [14] and Elishakoff & Pentaras [15], for example. Additional references are available in the recent monograph by Elishakoff et al. [16].

The boundary conditions can be obtained through application of the stationarity condition of the total energy of the system. It is known that Bresse–Timoshenko theory is governed by a fourth-order differential equation for the deflection in statics or in dynamics. The non-local Bresse–Timoshenko theory leads, in fact, to a sixth-order differential equation. Two additional specific equations of the non-local terms have to be derived from variational arguments (see appendix A). For details, the interested reader must consult the monograph by Elishakoff et al. [10] (see also Kucuk et al. [16], or Adali [17], for the variational formulation of non-local Timoshenko beam problems).

The sensor is clamped at the left end, whereas at the right end, virus is attached to it. The boundary conditions read

$$v(0,t) = 0, \quad \phi(0,t) = 0, \quad v'(0,t) = 0, \quad v''(L,t) = 0,$$

$$\kappa GA(v'(L,t) - \phi(L,t)) + Hv'(L,t) - H(e_0 a)^2 v''(L,t) + \rho A(e_0 a)^2 \ddot{v}'(L,t) + M\ddot{v}(L,t) + MD\ddot{\psi}(L,t) = 0$$

and

$$(EI)^* \dddot{\phi}'(L,t) + (\rho I)^* (e_0 a)^2 \dddot{\psi'}(L,t) + MD\dddot{v}(L,t) + (T + MD^2)\dddot{\psi}(L,t) = 0.$$
Table 1. Signs of coefficients in equation (1.18).

<table>
<thead>
<tr>
<th>Degree</th>
<th>Signs</th>
</tr>
</thead>
<tbody>
<tr>
<td>third degree</td>
<td>+</td>
</tr>
<tr>
<td>second degree</td>
<td>+ or -</td>
</tr>
<tr>
<td>first degree</td>
<td>+ or -</td>
</tr>
<tr>
<td>constant</td>
<td>+</td>
</tr>
</tbody>
</table>

where \( L \) is the length of the sensor, \( M \) is the mass of the virus and \( D \) is the half-length of the virus. A dot over the quantity denotes differentiation with respect to time, whereas the prime designates differentiation with respect to axial coordinate. In the case of the concentrated point mass, the size parameter \( D \) must be set to zero.

We look for the solution of equation (1.13) in the following form:

\[
f(\xi, t) = F \exp(\alpha \xi) \exp(i \omega t),
\]

with \( \xi \) being the non-dimensional axial coordinate. The substitution of equation (1.15) into equation (1.13) results in the following polynomial equation for \( \alpha \):

\[
I \rho \kappa GA^2 \omega^2 L^4 - I \kappa GA(e_0 a)^2 \rho \alpha^2 \omega^2 L^2 + EL \kappa GA \alpha^4 L^2 - \kappa GA^2 \rho \omega^2 L^6 + \rho A E l^2 \omega^2 L^4
\]
\[
- \kappa GA H \alpha^2 L^4 + HEI \alpha^4 L^2 + (e_0 a)^2 \kappa GA^2 \rho \alpha^2 \omega^2 L^4 - (e_0 a)^2 EI \rho \alpha^4 \omega^2 L^2
\]
\[
+ (e_0 a)^2 \omega_2^2 \kappa GA^2 \alpha^4 L^2 - (e_0 a)^2 EI \alpha^4 L^2 = 0.
\]

Equation (1.16) yields

\[
H(e_0 a)^2 (EI)^2 z^3 + C z^2 + Ez + \rho A^2 \omega^2 L^6 \kappa G = 0,
\]

with

\[
C = -(EI)^2 \kappa GAL^2 + \kappa GA(e_0 a)^2 \rho \omega^2 L^2 - H(EI)^2 L^2
\]
\[
+ (e_0 a)^2 \rho A(EI)^2 \omega^2 L^2 - H(e_0 a)^2 \kappa GAL^2
\]

and

\[
E = -\rho l \kappa GA \omega^2 L^4 + H \kappa GA \alpha^4 - (EI)^2 \rho A \alpha^2 L^4 - (e_0 a)^2 \kappa GA \rho \omega^2 L^4.
\]

We would like to know the number of positive roots for this equation using Descartes’ rule of signs [18]. It states that the number of positive roots equals the number of changes in sign, or that number minus an even number. The signs of the constants in each term of equation (1.18) are summarized in Table 1.

Therefore, we get four combinations of the sign sequences denoted as \( S_1 \),

\[
S_1 = (+++, ++-+, +--+ +++, +--+ +++, +++)
\]

and thus two cases: the first without change in signs, and the second with two changes in signs (last three entries in the parentheses). It means that, in the first case, equation (1.18) does not have a positive root and thus equation (1.16) does not have real roots. The second case states that there are either 2 or \( 2 - 2 = 0 \) positive roots, i.e. Descartes’ rule turns out to be inconclusive in this case.

Setting \( z = -\eta \), equation (1.18) becomes

\[
-H(e_0 a)^2 (EI)^2 \eta^3 + C \eta^2 - S \eta + \rho A^2 \omega^2 L^6 \kappa G = 0.
\]
Table 2. Signs of coefficients in equation (1.20).

<table>
<thead>
<tr>
<th>Degree</th>
<th>Sign</th>
</tr>
</thead>
<tbody>
<tr>
<td>third degree</td>
<td>-</td>
</tr>
<tr>
<td>second degree</td>
<td>+ or -</td>
</tr>
<tr>
<td>first degree</td>
<td>+ or -</td>
</tr>
<tr>
<td>constant</td>
<td>+</td>
</tr>
</tbody>
</table>

There are four possible combinations of signs $S_2$,

$$S_2 = (-+++, -++, ++-, +++). \tag{1.22}$$

Thus, using Descartes’ rule of signs, we conclude that equation (1.21) has one or three positive roots, namely equation (1.21) has surely one negative root and equation (1.16) has surely two purely imaginary roots.

Moreover, we would like to analyse equation (1.16) using Cardano’s analysis for cubic equations. Equation (1.18) is rewritten as

$$a_3z^3 + a_2z^2 + a_1z + a_0 = 0, \tag{1.23}$$

where

$$a_0 = \rho A^2 \omega^2 L^6 \kappa G,$$
$$a_1 = E = -\rho I \kappa GA\omega^2 L^4 + H\kappa GAL^4 - (EI)^* \rho A\omega^2 L^4 - (e_0a)^2 \kappa GA^2 \rho \omega^2 L^4,$$
$$a_2 = C = -(EI)^* \kappa GAL^2 + \kappa GA(e_0a)^2 \rho I \omega^2 L^2 - (EI)^* L^2 + (e_0a)^2 \rho A(EI)^* \omega^2 L^2,$$
$$a_3 = H(e_0a)^2 \kappa GA^2.$$

We rewrite equation (1.13) as

$$y^3 + 3py + 2q = 0 \tag{1.25}$$

with substitutions

$$y = z + \frac{a_2}{3a_3}, \quad 2q = \frac{2a_2^3}{27a_3^2} + \frac{a_2a_1}{3a_3} + \frac{a_0}{a_3}, \quad 3p = \frac{3a_3a_1 - a_2^2}{3a_3^2}. \tag{1.26}$$

We define the discriminant as

$$\bar{D} = q^2 + p^3, \tag{1.27}$$

with the view to determine its sign. With the values of all the parameters, the discriminant turns out to be negative for all $\omega$ in $R^+$ (figure 1).

Then, equation (1.18) has surely three real roots for all $\omega$ in $R^+$:

$$z_k = 2\sqrt{-p} \cos \left( \frac{1}{3} \arccos \left( -q \sqrt{-\frac{1}{p^3}} \right) + \frac{2k\pi}{3} \right) - \frac{a_2}{3a_3} \quad \text{with } k \in \{1, 2, 3\}. \tag{1.28}$$

As verification, in figure 2, we illustrate the left-hand side of the polynomial of equation (1.25) with $\omega$ fixed at the value $\omega = 8.76 \times 10^8$ rad s$^{-1}$. One perfectly observes the presence of three real roots in figure 2.
Figure 1. Variation of the discriminant $-\bar{D}$ with $\omega$. (Online version in colour.)

Figure 2. (a) Variation of the left-hand side of equation (1.25) with $\omega$. (b) Zooming of the behaviour in the vicinity of $\omega = 0$. (Online version in colour.)

For the roots of this polynomial, the following results are derived:

$$
\begin{align*}
    z_1 &= -0.000\,015\,954, \\
    z_2 &= 1.118\,146\,7907, \\
    z_3 &= 4652.174\,7587.
\end{align*}
$$

(1.29)
Numerically, two roots turn out to be positive, whereas one root is negative. Let us denote them as follows:

\[ z_1 = -\delta^2, \quad z_2 = \alpha^2 \quad \text{and} \quad z_3 = \beta^2, \quad (1.30) \]

where \((\alpha, \beta, \delta) \in \mathbb{R}^3\). We arrive at the conclusion that, with equation (1.18) in mind, equation (1.13) has six solutions. Let us denote by \( K \) its set of solutions. We have

\[ K = \{-\alpha, \alpha, -\beta, \beta, -i\delta, i\delta\}. \quad (1.31) \]

Then, using the principle of superposition, we find the solution of the problem in the following form:

\[
\begin{align*}
f(\xi, t) &= [F_1 \exp(\alpha \xi) + F_2 \exp(-\alpha \xi) + F_3 \exp(\beta \xi) + F_4 \exp(-\beta \xi) \\
&\quad + F_5 \exp(i\delta \xi) + F_6 \exp(-i\delta \xi)] \exp(i\omega t).
\end{align*}
\]

This solution can be rewritten as

\[
\begin{align*}
f(\xi, t) &= [C_1 \cosh(\alpha \xi) + C_2 \sinh(\alpha \xi) + C_3 \cosh(\beta \xi) + C_4 \sinh(\beta \xi) \\
&\quad + C_5 \cos(\delta \xi) + C_6 \sin(\delta \xi)] \exp(i\omega t).
\end{align*}
\]

Using the boundary conditions, we obtain, for each frequency \( \omega \), a homogeneous linear system of equations with respect to the constants \( C_1, \ldots, C_6 \). For each \( \omega \), we denote the matrix of the obtained system as \( Z(\omega) \). Thus, we get the system

\[ \forall \omega \in \mathbb{R}^+, \quad [Z(\omega)]C = 0, \quad (1.34) \]

where \( \forall \omega \in \mathbb{R}^+, Z(\omega) \in M_6(\mathbb{R}) \) and \( C^T = (C_1 \ C_2 \ \ldots \ C_6) \). To get non-trivial solutions, we need \( \text{Ker}(Z(\omega)) \neq 0 \), i.e. \( Z(\omega) \) has to be non-invertible, i.e. \( \text{det}(Z(\omega)) = 0 \). Let us denote

\[ \Omega = \{ \omega \in \mathbb{R}^+, \text{det}[Z(\omega)] = 0 \}. \quad (1.35) \]

The aim is now to find the values of \( \omega \) that make the determinant of \( Z(\omega) \) equal zero, i.e. the elements of \( \Omega \).

To recognize a virus, one could find a certain number of these natural frequencies and establish a spectrum of vibrations in the carbon nanotube. The expression of \( Z(\omega) \) is extremely complicated, and numerically it is difficult to obtain an exact or very precise expression of the function \( \omega \rightarrow \text{det}(Z(\omega)) \). So, a more affordable way to recognize a virus or bacterium is to determine the fundamental natural frequency \( \omega_1 \) that makes the determinant of \( Z(\omega) \) equal zero. To this end, a code has been designed to determine this first natural frequency, which is a function of both the size and the mass of the virus or bacterium. We use this code to plot \( \ln(\omega_1) \) against \( \ln(M) \) with \( D \) fixed, or \( \ln(\omega_1) \) against \( \ln(D) \) with \( M \) fixed (figures 3 and 4).

Suppose that we do not know the mass and the diameter of the virus that is attached at the tip of the cantilever sensor. Our task is to find a way to determine which virus or bacterium it is. In order to have a good approximation for the candidate virus for each measured frequency, we calculate the upper and lower bounds on the natural frequency of the system ‘CNT sensor plus virus or bacterium’ for each possible virus or bacterium. Note that upper and lower values are obtained rather than crisp ones, because the values of the mass and characteristic dimensions of the virus/bacterium are given in the literature as interval parameters, owing to scatter in the values of the mass density and the diameter. Hence, the calculation of the natural frequencies of the specific virus/bacterium will exhibit the associated scatter (figure 5), with natural frequencies belonging to an interval.

The lower bound of the natural frequency is determined by the maximal mass and maximal diameter, whereas the upper bound of the frequency is governed by the minimal mass and minimal diameter. The lower and upper bounds of the frequencies are listed in table 3. Note that tables S4–S8 are available in the electronic supplementary material.
Table 3. Minimum and maximum fundamental natural frequencies associated with various viruses/bacteria.

<table>
<thead>
<tr>
<th>n</th>
<th>virus/bacterium</th>
<th>shape</th>
<th>diameter (nm)</th>
<th>density (kg m⁻³)</th>
<th>mass (kg)</th>
<th>frequency (rad s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>min</td>
<td>max</td>
<td>min</td>
<td>max</td>
</tr>
<tr>
<td>1</td>
<td>Parvoviridae</td>
<td>icosahedral</td>
<td>18</td>
<td>25</td>
<td>1390</td>
<td>1450</td>
</tr>
<tr>
<td>2</td>
<td>Tymoviridae</td>
<td>icosahedral</td>
<td>25</td>
<td>33</td>
<td>1260</td>
<td>1460</td>
</tr>
<tr>
<td>3</td>
<td>Microviridae</td>
<td>icosahedral</td>
<td>25</td>
<td>27</td>
<td>1300</td>
<td>1400</td>
</tr>
<tr>
<td>4</td>
<td>Tombusviridae</td>
<td>icosahedral</td>
<td>28</td>
<td>35</td>
<td>1280</td>
<td>1360</td>
</tr>
<tr>
<td>5</td>
<td>Comoviridae</td>
<td>icosahedral</td>
<td>28</td>
<td>30</td>
<td>1280</td>
<td>1500</td>
</tr>
<tr>
<td>6</td>
<td>Totiviridae</td>
<td>icosahedral</td>
<td>30</td>
<td>40</td>
<td>1300</td>
<td>1420</td>
</tr>
<tr>
<td>7</td>
<td>Nodaviridae</td>
<td>spherical</td>
<td>30</td>
<td>—</td>
<td>1300</td>
<td>1370</td>
</tr>
<tr>
<td>8</td>
<td>Tombusviridae</td>
<td>icosahedral</td>
<td>30</td>
<td>27</td>
<td>1300</td>
<td>1370</td>
</tr>
<tr>
<td>9</td>
<td>Microviridae</td>
<td>spherical</td>
<td>32</td>
<td>34</td>
<td>1290</td>
<td>—</td>
</tr>
<tr>
<td>10</td>
<td>Picornaviridae</td>
<td>icosahedral</td>
<td>32</td>
<td>—</td>
<td>1390</td>
<td>—</td>
</tr>
<tr>
<td>11</td>
<td>Caliciviridae</td>
<td>icosahedral</td>
<td>35</td>
<td>39</td>
<td>1330</td>
<td>1400</td>
</tr>
<tr>
<td>12</td>
<td>Flaviviridae</td>
<td>spherical</td>
<td>40</td>
<td>60</td>
<td>1070</td>
<td>1240</td>
</tr>
<tr>
<td>13</td>
<td>Hepadnaviridae</td>
<td>spherical</td>
<td>40</td>
<td>48</td>
<td>1140</td>
<td>1260</td>
</tr>
<tr>
<td>14</td>
<td>Togaviridae</td>
<td>icosahedral</td>
<td>40</td>
<td>—</td>
<td>1280</td>
<td>1300</td>
</tr>
<tr>
<td>15</td>
<td>Lepismoviridae</td>
<td>icosahedral</td>
<td>40</td>
<td>55</td>
<td>1340</td>
<td>—</td>
</tr>
<tr>
<td>16</td>
<td>Lepismoviridae</td>
<td>icosahedral</td>
<td>40</td>
<td>55</td>
<td>1340</td>
<td>—</td>
</tr>
<tr>
<td>17</td>
<td>Reoviridae</td>
<td>icosahedral</td>
<td>60</td>
<td>80</td>
<td>1260</td>
<td>1440</td>
</tr>
<tr>
<td>18</td>
<td>Corticoviridae</td>
<td>icosahedral</td>
<td>60</td>
<td>—</td>
<td>1290</td>
<td>—</td>
</tr>
<tr>
<td>19</td>
<td>Tectiviridae</td>
<td>icosahedral</td>
<td>63</td>
<td>—</td>
<td>1290</td>
<td>—</td>
</tr>
<tr>
<td>20</td>
<td>Togaviridae</td>
<td>spherical</td>
<td>70</td>
<td>—</td>
<td>1180</td>
<td>1200</td>
</tr>
</tbody>
</table>

(Continued.)
Table 3. (Continued.)

<table>
<thead>
<tr>
<th>n</th>
<th>virus/bacterium</th>
<th>shape</th>
<th>diameter (nm)</th>
<th>density (kg m$^{-3}$)</th>
<th>mass (kg)</th>
<th>frequency (rad s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>Birnaviridae</td>
<td>icosahedral</td>
<td>70  —</td>
<td>1300  1330</td>
<td>2.3347  × 10$^{-19}$  2.3886  × 10$^{-19}$</td>
<td>1.0726  × 10$^8$  1.0849  × 10$^8$</td>
</tr>
<tr>
<td>22</td>
<td>Orthomyxoviridae</td>
<td>spherical</td>
<td>80  120</td>
<td>1170  1200</td>
<td>3.1366  × 10$^{-19}$  1.0857  × 10$^{-18}$</td>
<td>2.9048  × 10$^5$  1.0849  × 10$^5$</td>
</tr>
<tr>
<td>23</td>
<td>Adenoviridae</td>
<td>icosahedral</td>
<td>80  110</td>
<td>1320  1350</td>
<td>3.5387  × 10$^{-19}$  9.4083  × 10$^{-19}$</td>
<td>1.0726  × 10$^8$  1.0849  × 10$^8$</td>
</tr>
<tr>
<td>24</td>
<td>Coronavirusiae</td>
<td>spherical</td>
<td>120  160</td>
<td>1230  1240</td>
<td>1.1129  × 10$^{-18}$  2.6594  × 10$^{-18}$</td>
<td>1.0726  × 10$^8$  1.0849  × 10$^8$</td>
</tr>
<tr>
<td>25</td>
<td>Iridoviridae</td>
<td>polyherdal</td>
<td>125  300</td>
<td>1250  1360</td>
<td>1.2783  × 10$^{-18}$  1.9226  × 10$^{-17}$</td>
<td>2.9048  × 10$^5$  2.9048  × 10$^5$</td>
</tr>
<tr>
<td>26</td>
<td>Phycodnaviridae</td>
<td>icosahedral</td>
<td>130  200</td>
<td>1250  1300</td>
<td>1.4379  × 10$^{-18}$  5.4454  × 10$^{-18}$</td>
<td>1.0726  × 10$^8$  1.0849  × 10$^8$</td>
</tr>
<tr>
<td>27</td>
<td>Asfarviridae</td>
<td>spherical</td>
<td>175  215</td>
<td>1190  1240</td>
<td>3.3933  × 10$^{-18}$  6.4526  × 10$^{-18}$</td>
<td>1.0726  × 10$^8$  1.0849  × 10$^8$</td>
</tr>
<tr>
<td>28</td>
<td>Mimivirus</td>
<td>icosahedral</td>
<td>750  —</td>
<td>1360  —</td>
<td>3.0041  × 10$^{-16}$  —</td>
<td>2.9048  × 10$^5$  —</td>
</tr>
</tbody>
</table>
Now, we have to classify the obtained natural frequencies. We choose the following steps:

1. We classify all calculated frequencies in ascending order.
2. We leave a space in table S4 between two frequency values to indicate the gap between the two frequencies obtained.
3. For each virus/bacterium, we identify the value of the minimum frequency and maximum frequency. For these two frequencies, and well as for the gap between them, we state the names of the candidate viruses/bacteria in table S4, second column.

For example, if the measured natural frequency of the system ‘CNT sensor plus virus/bacterium’ is $2.904855 \times 10^5$, then the attached virus is identified as Mimivirus. If the recorded natural frequency equals $2.8582535 \times 10^6$, then the attached mass is identified as Iridoviridae. In both cases, the identification process leads to a unique result. However, if the measured natural
frequency equals $6.864\,6005 \times 10^6$, then there are two candidate viruses: Iridoviridae and Asfarviridae. In this case, identification does not lead to a unique result. Likewise, if the recorded natural frequency belongs to the open interval $(6.864\,6005 \times 10^6, 8.026\,8545 \times 10^6)$, the already mentioned two viruses turn out to be the candidate viruses. In the case that the measured frequency lies in the interval $(8.026\,8545 \times 10^6, 1.169\,62195 \times 10^7)$, there are three candidate viruses, namely Iridoviridae, Asfarviridae and Phycodnaviridae. In a range of considered measured frequencies, there could be at most six candidate viruses. For example, if the recorded frequency belongs to the open interval $(2.788\,122\,575 \times 10^8, 4.102\,910\,365 \times 10^8)$, there are four candidate viruses, namely Polyomaviridae, Papillomaviridae, Hepadnaviridae and Flaviviridae (see electronic supplementary material, table S5). Likewise, in the measured frequency interval $(4.288\,132\,275 \times 10^8, 4.321\,493\,375 \times 10^8)$, there are four candidate viruses, namely Tetraviridae, Hepadnaviridae, Flaviviridae and Totiviridae (see electronic supplementary material, table S6). The measured frequency interval from $5.804\,988\,145 \times 10^8$ to $8.407\,463\,385 \times 10^8$ is treated in table S7. We observe that, if the measured frequency is $8.407\,463\,385 \times 10^8$, then there are six candidate viruses, namely Dicistroviridae, Nodaviridae, Totiviridae, Comoviridae, Tymoviridae and Tombusviridae. Table S8 is associated with measured frequency interval $(8.407\,463\,385 \times 10^8, 2.833\,769\,4285 \times 10^9)$. Note that the natural frequencies are listed here with nine significant digits; such exactness naturally is unattainable in practice. In reality, the experimental set-up will determine the attainable accuracy. It is planned that the suggested methodology be implemented experimentally, starting with Mimiviruses, characterized by the journal *American Scientist* as ‘giant viruses’ [19,20].

**Figure 5.** Variation of the natural frequency parameter with the virus/bacterium mass parameter $\ln(M)$ for various viruses. (Online version in colour.)
2. Conclusion

In this paper, we generalized studies by Ansari & Sahmani [11], Challamel et al. [21], Challamel & Elishakoff [22], Liu & Rajapakse [23] and Liu et al. [24] to include the effects of shear deformation, rotary inertia, non-locality effect and surface effect when describing vibration of the nanosensor. It also extends the previous work performed by Elishakoff et al. [25], which treated the nanosensor as a Bernoulli–Euler beam, and Elishakoff et al. [26], which dealt with Bresse–Timoshenko nanotubes.

In this study, a theory of virus sensors based on the single-walled carbon nanotube was presented. This theory is of the Bresse–Timoshenko type, with non-local effects and surface effects included. It appears that this paper is apparently the first one for nanosensors that has presented. This theory is of the Bresse–Timoshenko type, with non-local effects and surface effects included. It appears that this paper is apparently the first one for nanosensors that has incorporated the earlier-mentioned important refinements.

This work was completed when Clément Soret, Yannis Bekel and Thomas Gomez were on training programmes at the Florida Atlantic University.

Appendix A

When modelling the surface elasticity effects with a conservative load, the potential energy of the non-local Timoshenko structural system is obtained from the equivalent potential energy [10,17]:

$$U[\phi, v] = \int_0^L \left[ \frac{1}{2} (EI)^* \phi'^2 + \frac{1}{2} \kappa GA (v' - \phi)^2 + \frac{1}{2} H v'^2 + \frac{1}{2} H (e_{00})^2 v''^2 \right] \, dx.$$  \hspace{1cm} (A 1)

The kinetic energy is given by

$$T^*[\psi, v] = \int_0^L \left[ \frac{1}{2} \rho A v'^2 + \frac{1}{2} \rho A (e_{00})^2 v''^2 + \frac{1}{2} \rho I \psi'^2 \right] \, dx$$

$$+ \frac{1}{2} \rho I (e_{00})^2 \psi'^2 + \frac{1}{2} (\bar{w}(L) \bar{\phi}(L)) \left( \begin{array}{cc} M & MD \\ MD & T + MD^2 \end{array} \right) \left( \begin{array}{c} \bar{w}(L) \\ \bar{\phi}(L) \end{array} \right).$$ \hspace{1cm} (A 2)

The potential energy has been enriched, thanks to the non-local term, whereas the gradient of the kinematic variables is involved in the modified kinetic energy. With this formulation, the non-local model is presented as a generalized gradient model, with generalized inertia terms. This equivalence was already discussed by Challamel et al. [21].

By application of Hamilton’s principle to the modified Hamiltonian $\int_0^L (\delta U^* - \delta T^*) \, dt = 0$, the following partial differential equations are obtained (see also Lee & Chang [8]):

$$\begin{align*}
(EL)^* \frac{\partial^2 \phi}{\partial x^2} + \kappa GA \left( \frac{\partial v}{\partial x} - \phi \right) - \left[ 1 - (e_{00})^2 \frac{\partial^2}{\partial x^2} \right] (\rho I) \frac{\partial^2 \phi}{\partial t^2} &= 0 \hspace{1cm} (A 3)
\end{align*}$$

and

$$\begin{align*}
\kappa GA \left( \frac{\partial^2 v}{\partial x^2} - \frac{\partial \phi}{\partial x} \right) - \left[ 1 - (e_{00})^2 \frac{\partial^2}{\partial x^2} \right] \left( \rho A \right) \frac{\partial^2 v}{\partial t^2} - H \frac{\partial^2 v}{\partial x^2} &= - \left[ p - (e_{00})^2 \frac{\partial^2 p}{\partial x^2} \right],
\end{align*}$$

where $p = 0$ in the present study.

The natural and essential boundary conditions of the problem are detailed below:

$$\begin{align*}
& \left[ (EL)^* \phi' + (\rho I)^* (e_{00})^2 \bar{\phi}' \right] \frac{\partial}{\partial L} + \left[ MD \bar{v}(L) + (T + MD^2) \bar{\phi}(L) \right] \delta \phi(L) = 0, \\
& \left[ \kappa GA (v' - \phi) + Hv'' - H (e_{00})^2 v''' + \rho A (e_{00})^2 \bar{v}' \right] \frac{\partial}{\partial L} + \left[ M \bar{v}(L) + MD \bar{\phi}(L) \right] \delta \bar{v}(L) = 0, \hspace{1cm} (A 4)
\end{align*}$$

and

$$\begin{align*}
& \left[ H (e_{00})^2 v''' \right] \frac{\partial}{\partial L} \left. = 0. \right)
\end{align*}$$
For a clamped–free nanobeam, the boundary conditions of the non-local Timoshenko beam in the presence of conservative surface elasticity load are

\[
\begin{align*}
\phi(0) &= 0, \\
(\varepsilon I)^* \phi'(L) + (\rho I)^* (\varepsilon_0 \alpha)^2 \phi''(L) + MD\ddot{\phi}(L) &= 0, \\
\nu(0) &= 0, \\
\kappa GA(\nu'(L) - \phi(L)) + H\nu'(L) - H(\varepsilon_0 \alpha)^2 \nu''(L) + \rho A(\varepsilon_0 \alpha)^2 \nu'(L) + M\ddot{\nu}(L) + MD\ddot{\phi}(L) &= 0, \\
\nu'(0) &= 0
\end{align*}
\]  
(A 5)

and

\[
H(\varepsilon_0 \alpha)^2 \nu''(L) = 0.
\]

These boundary conditions are the ones used in this paper.

For a clamped–free nanobeam with surface elasticity effects modelled as a non-conservative loading (see Challamel & Elishakoff [12]), the boundary conditions of the non-local Timoshenko beam in the presence of non-conservative surface elasticity load are

\[
\begin{align*}
\phi(0) &= 0, \\
(\varepsilon I)^* \phi'(L) + (\rho I)^* (\varepsilon_0 \alpha)^2 \phi''(L) + MD\ddot{\phi}(L) &= 0, \\
\nu(0) &= 0, \\
\kappa GA(\nu'(L) - \phi(L)) - H(\varepsilon_0 \alpha)^2 \nu''(L) + \rho A(\varepsilon_0 \alpha)^2 \nu'(L) + M\ddot{\nu}(L) + MD\ddot{\phi}(L) &= 0, \\
\nu'(0) &= 0
\end{align*}
\]  
(A 6)

and

\[
H(\varepsilon_0 \alpha)^2 \nu''(L) = 0.
\]
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