Stabilizing and destabilizing perturbations of \(PT\)-symmetric indefinitely damped systems

O. N. Kirillov

Helmholtz-Zentrum Dresden-Rossendorf, FWDH, PO Box 510119, 01314 Dresden, Germany

Eigenvalues of a potential dynamical system with damping forces that are described by an indefinite real symmetric matrix can behave as those of a Hamiltonian system when gain and loss are in a perfect balance. This happens when the indefinitely damped system obeys parity–time (\(PT\)) symmetry.

How do pure imaginary eigenvalues of a stable \(PT\)-symmetric indefinitely damped system behave when variation in the damping and potential forces destroys the symmetry? We establish that it is essentially the tangent cone to the stability domain at the exceptional point corresponding to the Whitney umbrella singularity on the stability boundary that manages transfer of instability between modes.

1. Introduction

The notion of indefinite damping has originated in the problems of stability of solutions to the wave equation [1,2]

\[
\ddot{u} + \varepsilon a(x) \dot{u} = u_{xx}, \quad (1.1)
\]

where the damping coefficient \(a(x)\) is assumed to be a function changing its sign in the interval \(x \in (0, 1)\). Such problems arise, for example, in structural dynamics where the viscous damping material distributed over part of the vibrating structure can be used to control the vibration [3]. It turns out that for any sign-changing damping distribution \(a(x)\), there exists \(\varepsilon_0 > 0\), such that for all \(0 < \varepsilon < \varepsilon_0\), the trivial solution of (1.1) is asymptotically stable, i.e. it is decaying with time [2]. The dependence of \(\varepsilon_0\) on \(a\) is however very non-trivial. In order to understand it better, Freitas et al. [4] formulated a finite-dimensional version of problem (1.1)

\[
\ddot{u} + \varepsilon A \dot{u} = Bu, \quad (1.2)
\]

where the damping coefficient \(a(x)\) is assumed to be a function changing its sign in the interval \(x \in (0, 1)\). Such problems arise, for example, in structural dynamics where the viscous damping material distributed over part of the vibrating structure can be used to control the vibration [3]. It turns out that for any sign-changing damping distribution \(a(x)\), there exists \(\varepsilon_0 > 0\), such that for all \(0 < \varepsilon < \varepsilon_0\), the trivial solution of (1.1) is asymptotically stable, i.e. it is decaying with time [2]. The dependence of \(\varepsilon_0\) on \(a\) is however very non-trivial. In order to understand it better, Freitas et al. [4] formulated a finite-dimensional version of problem (1.1)
where the dot is time differentiation, \( u \in \mathbb{R}^n \), \( B \) is a real diagonal matrix and \( A = A^T \) is a real indefinite matrix. As an illustration of the sensitivity of \( \epsilon_0 \) to the entries of the matrices, Freitas et al. [4] considered the following two-dimensional example: \( a_{11} = 1, a_{12} = 1, a_{22} = \frac{1}{2} \) and \( b_{11} = -1, b_{22} = -4, b_{12} = 0 \). Then, \( \epsilon_0 \approx 1.15 \). However, an interchange of the diagonal entries of the matrix \( B \) leads to an increase in the interval of the asymptotic stability: \( \epsilon_0 \approx 1.41 \).

Nevertheless, even the instability threshold found in Freitas et al. [4] for a two-degrees-of-freedom system (1.2) did not lead to a clear interpretation that would explain the ‘wild’ dependence of \( \epsilon_0 \) on the matrices of potential and damping forces. Furthermore, a subsequent investigation made in Freitas [5] revealed an intriguing fact that with specifically chosen matrices \( A \) and \( B \), the eigenvalues of the system (1.2) behave like those of a Hamiltonian system, as they are located symmetrical to both the real and imaginary axes of the complex plane. Such an oscillatory-damped system [5] is marginally stable when \( 0 < \epsilon < \epsilon_0 \) with all its eigenvalues pure imaginary and simple, which corresponds to the bounded oscillations. The oscillations become unstable (flutter) when \( \epsilon \geq \epsilon_0 \).

More precisely, the spectrum of equation (1.2) has a Hamiltonian symmetry, if and only if there exists a matrix \( T \) such that \( TAT = -A \). If, additionally, the diagonal matrix \(-B > 0\), then the solutions of equation (1.2) are bounded for \( \epsilon \) in a neighbourhood of the origin that depends on \( A \) and \( B \) [5].

As an example, let us consider an equation \( \ddot{q} + \epsilon A \dot{q} = B \dot{q} \) with the matrices

\[
\tilde{A} = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad \tilde{B} = \begin{pmatrix} -1 & \mu \\ \mu & -1 \end{pmatrix},
\]

which describes two coupled ideal LRC circuits, i.e. electrical circuits consisting of inductors, resistors and capacitors, one with gain (realized by means of the voltage amplifier) and another with loss (resistance), where \( 0 < \mu < 1 \) is the mutual inductance and \( \epsilon > 0 \) is loss that perfectly matches the gain (\(-\epsilon\)). The components of the vector \( q \), i.e. \( q_1 \) and \( q_2 \), are indeed charges on the capacitors of the electric circuit [6]. A coordinate transformation by means of the matrix \( C \) reduces this equation to the form (1.2) with \( B = CB^{-1} \) and \( A = CAC^{-1} \), where

\[
A = \begin{pmatrix} 0 & -1 \\ -1 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} \frac{1}{\mu - 1} & 0 \\ 0 & \frac{1}{\mu} \end{pmatrix} \quad \text{and} \quad C = \begin{pmatrix} 1 & -1 \\ \mu & 1 \end{pmatrix}.
\]

Because \( TAT = -A \) with \( T = \text{diag}(1, -1) \), the spectrum of the two coupled LRC circuits with perfectly matched gain and loss considered in Schindler et al. [6] is Hamiltonian. When \( 0 < \epsilon < \epsilon_0 = 1/\sqrt{T - \mu} - 1/\sqrt{T + \mu} \), the system is marginally stable, i.e. it is the oscillatory-damped system in terms of Freitas [5].

On the other hand, Schindler et al. [6] pointed out that their equations with the matrices (1.3) are invariant under a combined parity \((q_1 \leftrightarrow q_2)\) and time-reversal \((t \leftrightarrow -t)\) transformation. This immediately connects the ‘oscillatory-damped systems’ of Freitas [5] to the fundamental \( \mathcal{PT}\)-symmetry [7–9].

The notion of \( \mathcal{PT}\)-symmetry entered modern physics mainly from the quantum mechanics aspect. Parametric families of non-Hermitian Hamiltonians having both parity (\( P \)) and time-reversal (\( T \)) symmetry possess a pure real spectrum in some regions of the parameter space, which questions the need for the Hermiticity axiom in quantum theory [7,10,11]. First experimental evidence of \( \mathcal{PT}\)-symmetry came, however, from classical optics [12], where the properly designed imaginary part of the linear refractive index yields inhomogeneous space gain and loss\(^1\) [13]. The recently designed experiment with the \( \mathcal{PT}\)-symmetric LRC circuits can be regarded as an analogue model of the optical systems [6].

\( \mathcal{PT}\)-symmetric nonlinear gain and loss that signs can be periodically switched were proposed to stabilize the localized solutions (solitons) in two coupled perturbed nonlinear Schrödinger equations (NLS) [14,15]. It is known, however, that stable pulses in the dual-core systems of

\(^1\)This reminds us of the placement of dampers and actuators in engineering problems of vibration control [3].
nonlinear optics frequently exist far from the $\mathcal{PT}$-symmetry conditions that provide a perfect matching of gain and loss [16,17]. This may indicate that the challenging problem of finding stability conditions for such solitons [16,17] has connections with the question on the dependency of the instability threshold of a potential system with the general indefinite damping matrix raised by Freitas et al. [4]. In any case, in real electric circuits, it should be easy to introduce additional losses in order to model departure from the ideal $\mathcal{PT}$-symmetric system considered in Schindler et al. [6] and, thus experimentally understand the effect of indefinite damping in more detail.

Taking into account commercial availability of Tellegen’s gyrators that introduce gyroscopic effects in LRC circuits [18], the experiment described in Schindler et al. [6] could be extended in order to study stability of gyroscopic systems with indefinite damping. The latter arise in mechanical engineering applications that deal with instabilities in rotating and moving media induced by dry friction. A common singing wine glass provides an example [19]. Indeed, the dependence of the friction coefficient of a finger applied to a rotating wine glass on the velocity of rotation has a negative slope [20]. The latter produces negative damping coefficients in the linearized equations of motion, which can be interpreted as a sort of ‘gain’ [21]. Together with viscous losses, these terms result in the indefinite damping matrix that perturbs a gyroscopic system [22]. Note that in such systems, a non-trivial choice of matrices of damping and potential forces is possible, which implies the Hamiltonian symmetry of the spectrum [23].

2. Potential system with indefinite damping

Consider a linear potential system with $n$ degrees of freedom,

$$\ddot{z} + D\dot{z} + Kz = 0,$$

(2.1)

where the dot stands for time differentiation, and the real matrix of potential forces is $K = K^T > 0$. The real matrix $D = D^T$ of the damping forces is assumed to be indefinite, i.e. its spectrum contains both positive and negative real eigenvalues [4]. Such a system appeared, for example, in a recent study of two coupled LRC circuits, one with gain and another one with loss, see Schindler et al. [6].

Assuming the solutions to equation (2.1) in the form $z \sim u \exp(\lambda t)$, we obtain the eigenvalue problem for a matrix polynomial,

$$L_1(\lambda)u := (\lambda^2 + D\lambda + K)u = 0.$$

(2.2)

When $n = 2$, the Leverrier–Barnett algorithm [24] applied to $L_1$ results in the characteristic polynomial

$$p(\lambda) = \lambda^4 + p_1\lambda^3 + p_2\lambda^2 + p_3\lambda + p_4,$$

(2.3)

with the coefficients

$$p_1 = \text{tr}D, \quad p_2 = \text{tr}K + \det D, \quad p_3 = \text{tr}KtrD - \text{tr}KD \quad \text{and} \quad p_4 = \det K.$$  

(2.4)

Denoting $Y = \delta_2 - \delta_1$ as a difference between the eigenvalues $\delta_1$ and $\delta_2$ of $D$, we find

$$\det D = \frac{1}{4}((\text{tr}D)^2 - Y^2).$$

(2.5)

Given $K$, let $D_{\mathcal{PT}}$ be a matrix satisfying the equalities

$$\text{tr}D_{\mathcal{PT}} = 0 \quad \text{and} \quad \text{tr}KD_{\mathcal{PT}} = 0.$$  

(2.6)

Then, in equation (2.3), the coefficients $p_1$ and $p_3$ vanish, $\det D_{\mathcal{PT}} = -Y_{\mathcal{PT}}^2/4 < 0$, and the eigenvalues can be found explicitly as

$$\lambda_{\mathcal{PT}} = -\frac{\text{tr}K}{2} + \frac{Y_{\mathcal{PT}}^2}{8} \pm \frac{1}{8} \sqrt{((Y_{\mathcal{PT}})^2 - (Y^-_{\mathcal{PT}})^2)((Y_{\mathcal{PT}})^2 - (Y^+_{\mathcal{PT}})^2)},$$

(2.7)

where

$$Y_{\mathcal{PT}}^\pm = 2(\sqrt{\kappa_2} \pm \sqrt{\kappa_1}),$$

(2.8)

$\kappa_1$ and $\kappa_2$ are the eigenvalues of the matrix $K$. 
Figure 1. For $\kappa_1 = 1$ and $\kappa_2 = 4$: (a) imaginary and (b) real parts of the eigenvalues of the system (2.1) versus $Y = \delta_1 - \delta_2$ when (black) $\text{tr}D = 0$ and $\text{tr}KD = 0$ ($PT$-symmetric system), (green, g) $\text{tr}D = 1$, and $\text{tr}KD = 1.1$ and (red, r) $\text{tr}D = 1$ and $\text{tr}KD = 3.5$. (Online version in colour.)

Imaginary and real parts of eigenvalues $\lambda_{PT}$ given by equation (2.7) as functions of $Y = Y_{PT}$ are represented in figure 1 as black curves in the particular case when $\kappa_1 = 1$ and $\kappa_2 = 4$. The eigenvalues are simple and pure imaginary for $Y^2 < (Y_{PT})^2$. At $Y^2 = (Y_{PT})^2$, the eigenvalues pass through the non-semisimple 1:1 resonance and originate a double pure imaginary eigenvalue with the Jordan block. Thus, the values $\pm(Y_{PT})$ are exceptional points (EPs) [25] of the parameter $Y$. When $Y^2$ exceeds $(Y_{PT})^2$, the eigenvalues become complex with positive and negative real parts, which means oscillatory instability or flutter. Further increases in $Y^2$ result in the merging of complex-conjugate eigenvalues into double real ones at $\pm(Y_{PT})$, which then split into simple real eigenvalues (divergence or static instability; figure 1).

Therefore, the spectrum of the system (2.1) with the indefinite damping matrix $D_{PT}$ is Hamiltonian, i.e. the eigenvalues are symmetric with respect to both real and imaginary axes of the complex plane [5]. To illustrate this, we choose

\[
K = \frac{1}{2} \begin{pmatrix} 5 - \sqrt{5} & 2 \\ 2 & 5 + \sqrt{5} \end{pmatrix} \quad \text{and} \quad D_{PT} = \frac{Y}{6} \begin{pmatrix} 2 & \sqrt{5} \\ \sqrt{5} & -2 \end{pmatrix}.
\]

The matrix $K$ has eigenvalues $\kappa_1 = 1$ and $\kappa_2 = 4$. The eigenvalues of $D_{PT}$ are $\delta_1 = -Y/2$ and $\delta_2 = Y/2$. Then, the characteristic polynomial (2.3) takes the form

\[
p(\lambda) = \lambda^4 + \left(5 - \frac{Y^2}{4}\right) \lambda^2 + 4.
\]

The real and imaginary parts of its roots are shown in figure 1 as black curves.

Expressing the components $d_{12}$ and $d_{22}$ of the matrix $D$ from the conditions (2.6) where we assume that $k_{12} \neq 0$ and then changing coordinates as $x_1 = z_1 + iz_2, x_2 = \bar{x}_1, x_3 = \dot{x}_1, x_4 = \dot{x}_2$, where $i = \sqrt{-1}$ and the overbar denotes complex conjugation, we transform equation (2.1) to $i\dot{x} = Hx$, where

\[
H = \begin{pmatrix} 0 & 0 & i & 0 \\ 0 & -k_{11} + k_{22} & 0 & i \\ -1 & k_{12} - i & k_{11} - k_{22} & 0 \\ 0 & -d_{11} & k_{22} - k_{11} & -id_{11} \end{pmatrix}.
\]
For example, when \( k_{11} = k_{22} \), we have \( \mathbf{PH}\mathbf{T} = \mathbf{HP} \), where \( \mathbf{P} = \text{diag}(1, -1, -1, 1) \) [26], that is, in this particular case, \( \mathbf{H} \) is a \( \mathcal{PT} \)-symmetric non-Hermitian Hamiltonian [8, 9] that contains, for example, the model considered by Schindler et al. [6].

Is \( \mathbf{H} \) in (2.11) \( \mathcal{PT} \)-symmetric also when \( k_{11} \neq k_{22} \)? We leave this as an open question. Because the spectrum of \( i\mathbf{H} \) has the Hamiltonian symmetry, we will keep the subscript \( \mathcal{PT} \) in the notation when we deal with the matrices satisfying the conditions (2.6).

The Hamiltonian symmetry of the spectrum of the indefinitely damped system is lost when the matrices \( \mathbf{D} \) and \( \mathbf{K} \) do not satisfy the conditions (2.6). In this case, system (2.1) can be asymptotically stable if and only if the coefficients (2.4) of the characteristic polynomial fulfil the criteria of Routh and Hurwitz: \( p_1 > 0, p_2 > 0, p_4 > 0 \) and \( p_1 p_2 p_3 - p_5 p_4 - p_3^2 > 0 \). Because we assumed that \( \mathbf{K} > 0 \), the conditions for asymptotic stability are reduced to \( \text{tr}\mathbf{D} > 0 \) and [4, 27]

\[
Y^2 > (\text{tr}\mathbf{D})^2 + 4 \frac{(\text{tr}\mathbf{KD} - \kappa_1 \text{tr}\mathbf{D})(\text{tr}\mathbf{KD} - \kappa_2 \text{tr}\mathbf{D})}{\text{tr}(\text{tr}\mathbf{KD} - \kappa \text{tr}\mathbf{D})}. \tag{2.12}
\]

In order to get an idea how the new instability threshold (2.12) is related to that of the indefinitely damped system with the Hamiltonian symmetry of the spectrum, \( Y^2 < (Y_{\mathcal{PT}}^-)^2 \), we express the coefficients of the polynomial \( p(\lambda) \) by means of \( Y \) and \( Y_{\mathcal{PT}}^\pm \) as

\[
p_2 = \frac{(Y_{\mathcal{PT}}^-)^2 + (Y_{\mathcal{PT}}^+)^2 + 2(\text{tr}\mathbf{D}^2 - Y^2)}{8},
\]

\[
p_3 = \frac{(Y_{\mathcal{PT}}^-)^2 + (Y_{\mathcal{PT}}^+)^2}{8} \text{tr}\mathbf{D} - \text{tr}\mathbf{KD}, \quad p_4 = \frac{(Y_{\mathcal{PT}}^+)^2 - (Y_{\mathcal{PT}}^-)^2}{16}. \tag{2.13}
\]

Plotting the real and imaginary parts of the eigenvalues versus the parameter \( Y \) at different values of \( \text{tr}\mathbf{D} \neq 0 \) and \( \text{tr}\mathbf{KD} \neq 0 \) for a given \( \mathbf{K} \), we observe that the perturbed eigenvalues are complex, as demonstrated by the green (‘g’) and red (‘r’) lines in figure 1. Note that the unfolding of the 1:1 resonance happens in such a manner that the imaginary parts avoid crossing for relatively small values of \( \text{tr}\mathbf{KD} \) (g lines in figure 1a) and cross when \( \text{tr}\mathbf{KD} \) takes larger values (r lines in figure 1a). This means that in the former case, the mode with the higher frequency of oscillations becomes unstable, whereas in the latter, instability transfers from the higher frequency mode to the lower frequency one.

Another effect of the violation of the conditions (2.6) is that the real parts of the eigenvalues become positive either at (r lines) higher or (g lines) lower values of \( Y \) than the threshold \( Y_{\mathcal{PT}}^- \), figure 1b. The latter means shrinking the interval of stability with respect to that of the oscillatory-damped system. Moreover, to maintain the ratio of \( \text{tr}\mathbf{KD} \) and \( \text{tr}\mathbf{D} \) constant and tend, e.g. \( \text{tr}\mathbf{D} \) to zero, then the limiting stability interval will not coincide with that of an oscillatory-damped system demonstrating a discontinuity between the two thresholds of instability (known as the Ziegler–Bottema destabilization paradox [28–30]).

Assuming equality in equation (2.12), we resolve it with respect to \( \text{tr}\mathbf{KD} \) and write the threshold of asymptotic stability in the form

\[
\text{tr}\mathbf{KD} = \frac{(Y_{\mathcal{PT}}^-)^2 + (Y_{\mathcal{PT}}^+)^2}{16} \text{tr}\mathbf{D} + \frac{\text{tr}\mathbf{D}}{8} \left[ Y^2 - (\text{tr}\mathbf{D})^2 \pm \sqrt{(Y^2 - (\text{tr}\mathbf{D})^2)(Y^2 - (\text{tr}\mathbf{D})^2 - (Y_{\mathcal{PT}}^+)^2)} \right]. \tag{2.14}
\]

Two sheets of the surface (2.14), corresponding to different signs before the square root, intersect each other along an interval of the \( Y \)-axis in the (\( \text{tr}\mathbf{D} \), \( \text{tr}\mathbf{KD} \), \( Y \)) space, figure 2a. When

\[
Y^2 = (Y_{\mathcal{PT}}^-)^2 + (\text{tr}\mathbf{D})^2, \tag{2.15}
\]

the two sheets are connected along a space curve that projects into a straight line,

\[
\text{tr}\mathbf{KD} = \frac{\text{tr}\mathbf{D}}{16} (3(Y_{\mathcal{PT}}^-)^2 + (Y_{\mathcal{PT}}^+)^2), \tag{2.16}
\]
lying in the \((\operatorname{tr} D, \operatorname{tr} K D)\) plane. According to equation (2.15), the space curve lying on the surface (2.14) passes through the point \(Y = Y_{PT}\) when \(\operatorname{tr} D = 0\). Therefore, the interval of self-intersection is determined by the inequality \(Y^2 \leq (Y_{PT})^2\), which contains the interval of marginal stability \(Y^2 < (Y_{PT})^2\) of the oscillatory-damped system, figure 2a. Retaining only the terms of order \(O(\operatorname{tr} D)\) in equation (2.14), we obtain a linear approximation to the intersecting sheets at the points of the interval \(Y^2 \leq (Y_{PT})^2\) of the \(y\)-axis,

\[
\operatorname{tr} K D = \frac{\operatorname{tr} D}{16} \left[ (Y^2_{PT})^2 + (Y^2_{PT})^2 + 2Y^2 \pm 2\sqrt{(Y^2 - (Y_{PT})^2)^2(Y^2 - (Y_{PT})^2)^2} \right].
\]

Near the line (2.16) in the neighbourhood of the EP \((\operatorname{tr} D = 0, \operatorname{tr} K D = 0, Y = Y_{PT})\), the linear approximation (2.17) yields a simple estimate of the instability threshold,

\[
Y \simeq Y_{PT} - \frac{32\operatorname{tr} K D - 2(3(Y^2_{PT})^2 + (Y^2_{PT})^2)\operatorname{tr} D^2}{Y^2_{PT}((Y^2_{PT})^2 - (Y^2_{PT})^2)(\operatorname{tr} D)^2}.
\]

Note that equation (2.18) is in the form \(Y = X^2/Z^2\), which is canonical for the Whitney umbrella surface [31]. Therefore, the surface (2.14) contains the Whitney umbrella singularity at the EP \((0, 0, Y_{PT})\) of the \((\operatorname{tr} D, \operatorname{tr} K D, Y)\) space, which is a generic singularity of codimension 3 on the boundary of asymptotic stability of a general family of real matrices [31] that is associated with the double pure imaginary eigenvalue with the Jordan block [29,32,33].

A pocket of the singular surface (2.14) selected by the condition \(\operatorname{tr} D > 0\) bounds the domain of asymptotic stability of the indefinitely damped system (2.1). The part of the plane (2.16) in the \((\operatorname{tr} D, \operatorname{tr} K D, Y)\) space under the constraints \(\operatorname{tr} D > 0\) and \(Y < Y_{PT}\) constitutes the tangent cone to the stability domain at the EP [34,35]. This tangent cone touching the stability boundary at the EP is shown in black in figure 2a. It separates the stability pocket into the ‘green’ and ‘red’ compartments marked also by, respectively, the letters ‘g’ and ‘r’ in figure 2a. Below, we will show that this subdivision controls the eigenvalue movement in the complex plane [36].

---

**Figure 2.** When \(k_1 = 1\) and \(k_2 = 4\): (a) in the half-space \(\operatorname{tr} D > 0\) of the \((\operatorname{tr} D, \operatorname{tr} K D, Y)\) space, where \(Y = \delta_1 - \delta_2\), a part of the surface (2.14) with the Whitney umbrella singularity at the EP \((0, 0, Y_{PT})\) bounds the domain of asymptotic stability of the indefinitely damped system (2.1). The tangent cone \((\operatorname{tr} K D = \operatorname{tr} D(\operatorname{tr} K - \sqrt{\det K}), Y < Y_{PT}, \operatorname{tr} D > 0)\) to the stability domain at \((0, 0, Y_{PT})\) is shown in black. At the points of the (white dashed) EP line \((\operatorname{tr} K D = \operatorname{tr} D(\operatorname{tr} K - \sqrt{\det K}), Y = Y_{PT})\), the eigenvalues of the system (2.1) are double non-semisimple. (b) Movement of eigenvalues of the system (2.1) when \(Y\) varies from 0 to 8 and (black) \(\operatorname{tr} D = 1\) and \(\operatorname{tr} K D = 3\), (green, g) \(\operatorname{tr} D = 1\) and \(\operatorname{tr} K D = 1\), and (red, r) \(\operatorname{tr} D = 1\) and \(\operatorname{tr} K D = 3.5\). It illustrates how penetrating the tangent cone yields exchange of instability between modes. (Online version in colour.)
We first observe that the upper bound to the tangent cone, i.e. the ray specified by the expressions (2.16), \( Y = \mathcal{Y} \) and \( \text{tr}\mathbf{D} > 0 \), consists of the EPs. Indeed, the spectrum of the system (2.1) with \( n = 2 \) degrees of freedom at the points of the ray shown as a white dashed line in figure 2a consists of a pair of double complex-conjugate eigenvalues,

\[
\lambda = -\frac{1}{4} \text{tr}\mathbf{D} \pm i \frac{1}{4} \sqrt{(Y^+_{\mathcal{Y}})^2 - (Y^-_{\mathcal{Y}})^2 - (\text{tr}\mathbf{D})^2}.
\]

(2.19)

The pair (2.19) lives in the complex plane on the circle

\[
(\text{Re}\lambda)^2 + (\text{Im}\lambda)^2 = \frac{(Y^+_{\mathcal{Y}})^2 - (Y^-_{\mathcal{Y}})^2}{16}.
\]

(2.20)

When \( Y \) increases within the black tangent cone in figure 2a, \( \text{tr}\mathbf{D} \) and \( \text{tr}K \mathbf{D} \) fixed, two simple complex eigenvalues \( \lambda(Y) \) are attracted to an EP on the circle (2.20) that is shown in black in figure 2b. They merge at an EP into a double eigenvalue with a negative real part when \( Y = Y_{\mathcal{Y}} \).

After its subsequent splitting, the newborn simple eigenvalues evolve along the circle (2.20) in opposite directions, figure 2b. At the instability threshold (2.15), the eigenvalues are

\[
\lambda = \pm \frac{1}{4} \sqrt{(Y^+_{\mathcal{Y}})^2 - (Y^-_{\mathcal{Y}})^2} \quad \text{and} \quad \lambda = -\frac{1}{2} \text{tr}\mathbf{D} \pm \frac{1}{4} \sqrt{(Y^+_{\mathcal{Y}})^2 - (Y^-_{\mathcal{Y}})^2 - 4(\text{tr}\mathbf{D})^2}.
\]

(2.21)

When \( Y \) exceeds the threshold (2.15), the first pair of eigenvalues moves in the complex plane to the right from the imaginary axis, causing instability. The described behaviour of the eigenvalues remarkably reminds us of the movement of Floquet multipliers in a Krein collision [37].

Choosing \( \text{tr}\mathbf{D} \) and \( \text{tr}K \mathbf{D} \) aside from the tangent cone destroys the perfect collision of eigenvalues on the circle (2.20), as demonstrated by the green (g) and red (r) eigencurves in figure 2b corresponding to the parameters taken, respectively, from the ‘green’ or ‘red’ compartment of the stability domain shown in figure 2a. When the parameters are in the g area selected by the condition \( \text{tr}K \mathbf{D} < \text{tr}\mathbf{D}/16(3(Y^+_{\mathcal{Y}})^2 + (Y^+_{\mathcal{Y}})^2) \), the eigenvalues do not interact and pass in close vicinity of the EP in such a manner that the mode with the higher frequency destabilizes the system, figure 2b. When \( \text{tr}K \mathbf{D} > \text{tr}\mathbf{D}/16(3(Y^+_{\mathcal{Y}})^2 + (Y^+_{\mathcal{Y}})^2) \), the black eigencurves in figure 2b unfold into two red ones. In this case, the instability transfers to the mode with the lower frequency.

To illustrate our geometrical considerations, let us study the stability of the system (2.1) with the following matrices of potential forces and indefinite damping:

\[
\mathbf{K} = \begin{bmatrix} 1 & 0 \\ 0 & 4 \end{bmatrix}, \quad \mathbf{D}_b = \begin{bmatrix} 1 \\ \frac{1}{\sqrt{11}} \end{bmatrix}, \quad \mathbf{D}_r = \begin{bmatrix} 1 \\ \frac{1}{\sqrt{41}} \end{bmatrix}, \quad \text{and} \quad \mathbf{D}_g = \begin{bmatrix} 29 \\ \sqrt{929} \\ 1 \end{bmatrix}.
\]

(2.22)

The eigenvalues of the matrix \( \mathbf{K} \) are \( \kappa_1 = 1 \) and \( \kappa_2 = 4 \). The damping matrices are isospectral, i.e. all the three indefinite damping matrices have as eigenvalues

\[
\delta_1 = \frac{1}{2}(1 - \sqrt{5}) < 0 \quad \text{and} \quad \delta_2 = \frac{1}{2}(1 + \sqrt{5}) > 0.
\]

(2.23)

Then, \( \text{tr}\mathbf{D}_b = \text{tr}\mathbf{D}_g = \text{tr}\mathbf{D}_r = 1 \). However, \( \text{tr}K \mathbf{D}_b = 3 \), \( \text{tr}K \mathbf{D}_r = 3.5 \) and \( \text{tr}K \mathbf{D}_g = 1.1 \). Therefore, the matrix \( \mathbf{D}_b \) corresponds to the black tangent cone in figure 2a, \( \mathbf{D}_g \) to the green compartment of the stability domain, and \( \mathbf{D}_r \) to the red one.

Calculating the eigenvalues \( \lambda \) of the eigenvalue problem (2.2) with the three damping matrices and the matrix \( \mathbf{K} \) from equation (2.22), we find

\[
\lambda^b_1 = -\frac{1}{2} \pm i \frac{\sqrt{2}}{2}, \quad \lambda^b_2 = \pm i \sqrt{2}, \\
\lambda^g_1 \simeq -0.672 \pm i 0.889, \quad \lambda^g_2 \simeq 0.172 \pm i 1.786, \\
\lambda^r_1 \simeq -0.548 \pm i 1.489 \quad \text{and} \quad \lambda^r_2 \simeq 0.048 \pm i 1.260.
\]

(2.24)
Thus, system (2.1) with the indefinite damping matrix $D_b$ is exactly at the stability boundary that, according to equation (2.15), corresponds to $Y = \sqrt{5}$. At the same $Y = \sqrt{5}$, the matrix $D_g$ destabilizes the mode with the higher frequency, whereas the matrix $D_r$ makes unstable the mode with the lower frequency (cf. figure 2b). Figure 3 compares the real and imaginary parts of the eigenvalues $\lambda$ depending on $Y$ for the matrices $D$ corresponding to the red and green compartments of the stability domain shown in figure 2a, as well as to its tangent cone.

Concluding, we quote from Freitas et al. [4], who noticed that the dependence of the spectrum of $L_1$ on the spectra of $K$ and $D$ ‘is very non-trivial’. We have just demonstrated that these peculiarities are essentially described by the properties of the stability boundary in the vicinity of the EP and in particular by the tangent cone to the stability domain at the EP. In the following, we will show that in an even more complicated situation when the gyroscopic and non-conservative positional forces are taken into account, the eigenvalue behaviour can be described in a similar geometrical manner.

### 3. Gyroscopic system with damping and non-conservative positional forces

Consider a linear system with $n = 2$ degrees of freedom

\[
\ddot{z} + (\delta D + \Omega J)\dot{z} + (K + vJ)z = 0, \tag{3.1}
\]

where the dot stands for time differentiation, and the real matrix of potential forces is $K = K^T < 0$. The real matrix $D = D^T$ corresponds to the damping forces and the skew-symmetric matrix $J = \left( \begin{smallmatrix} 0 & -1 \\ 1 & 0 \end{smallmatrix} \right)$ represents gyroscopic forces when it is pre-multiplied by the parameter $\Omega$ and non-conservative positional (or circulatory [38]) forces when the pre-factor is $v$ [27,39,40].

Seeking the solutions to equation (3.1) in the form $z \sim u \exp(\lambda t)$, we arrive at the eigenvalue problem for a matrix polynomial

\[
L_2(\lambda)u := (\lambda^2 + (\delta D + \Omega J)\lambda + K + vJ)u = 0. \tag{3.2}
\]

When $n = 2$, the Leverrier–Barnett algorithm [24] applied to $L_2$ results in the characteristic polynomial

\[
q(\lambda) = \lambda^4 + q_1\lambda^3 + q_2\lambda^2 + q_3\lambda + q_4, \tag{3.3}
\]
with the coefficients
\[
q_1 = \delta \text{tr} D, \quad q_2 = \text{tr}K + \delta^2 \det D + \Omega^2, \\
q_3 = \delta(\text{tr}K \text{tr} D - \text{tr}KD) + 2\Omega \nu \quad \text{and} \quad q_4 = \det K + \nu^2.
\] (3.4)

When the damping and non-conservative positional forces are absent, i.e. \(\delta = 0\) and \(\nu = 0\), the system (3.1) is a conservative gyroscopic system. Then, equation (3.1) can be transformed to the form \(\dot{x} = Ax\), where the matrix \(A\) obeys the Hamiltonian symmetry, \(\text{SAS} = A^T\), and [27]
\[
A = \left( \begin{array}{cc}
-\frac{1}{2}\Omega J & I \\
-K - \frac{1}{4}\Omega^2 I & -\frac{1}{2}\Omega J
\end{array} \right), \quad S = \left( \begin{array}{cc}
0 & -I \\
I & 0
\end{array} \right) \quad \text{and} \quad x = \left( \begin{array}{c}
z \\
z + \frac{1}{2}\Omega Jz
\end{array} \right),
\] (3.5)

where \(I\) is a unit 2 \(\times\) 2 matrix. As a consequence, if \(\lambda\) is an eigenvalue of the gyroscopic system (equivalently, of the matrix \(A\)), then so are its complex conjugate, \(\bar{\lambda}\), and \(-\lambda\). Therefore, the eigenvalues of the gyroscopic system are located symmetrically with respect to both real and imaginary axes of the complex plane.

Indeed, resolving equation (3.3) with \(\delta = 0\) and \(\nu = 0\) with respect to \(\lambda\), we find that \(\lambda = \pm i\omega_\pm(\Omega)\), where
\[
\omega_\pm(\Omega) = \sqrt{\omega_0^2 + \frac{\Omega_2^2}{2}\sqrt{\Omega^2 - \Omega_1^2 \pm \sqrt{\Omega^2 - \Omega_1^2}}} - \sqrt{\Omega^2 - 1}. 
\] (3.6)

The frequency \(\omega_0 = \frac{1}{2}\sqrt{\Omega_2^2 - \Omega_1^2}\) is defined via the critical values of the gyroscopic parameter, \(\Omega_{1,2}\), such that
\[
0 \leq \sqrt{-\kappa_2} - \sqrt{-\kappa_1} \equiv \Omega_1 \leq \Omega_2 := \sqrt{-\kappa_1} + \sqrt{-\kappa_2},
\] (3.7)

where \(\kappa_2 < \kappa_1 < 0\) are eigenvalues of the matrix of potential forces \(K\).

Because \(K < 0\), the potential system without gyroscopic forces (\(\Omega = 0\)) is statically unstable, which corresponds to the two real positive eigenvalues \(\lambda\) and their two negative counterparts. With the increase in \(\Omega\), the real eigenvalues of the same sign move along the real axis in the complex plane towards each other until they merge at the EP at \(\Omega = \Omega_1\) into the double real ones \(\lambda = \pm \omega_0\). Increasing \(\Omega\) further yields splitting of the double real eigenvalues into complex-conjugate pairs that start moving on the circle
\[
(\text{Re}\lambda)^2 + (\text{Im}\lambda)^2 = \omega_0^2,
\] (3.8)

until they collide at another EP that exists at \(\Omega = \Omega_2\), see black curves in figure 4b. When \(\Omega > \Omega_2 > 0\), the gyroscopic system without damping and non-conservative positional forces is stable with four simple pure imaginary eigenvalues \(\lambda = \pm i\omega_\pm(\Omega)\), where the frequencies \(0 < \omega_-(\Omega) < \omega_+ (\Omega)\) are given by equation (3.6). This is a well-known phenomenon of gyroscopic stabilization of a statically unstable potential system by fast rotation [41].

With each of the pure imaginary eigenvalues, \(\lambda = \pm i\omega_\pm(\Omega)\) of the conservative gyroscopically stabilized system, an invariant known as the Krein or symplectic signature, is associated, \(\text{sign}(i\omega_\pm)\) [42],
\[
\text{sign}(i\omega_\pm) := \text{sgn}(i\bar{w}_\pm^T Sw_\pm),
\] (3.9)

where \(w_\pm\) are the eigenvectors of the matrix \(A\) at the eigenvalues \(i\omega_\pm(\Omega)\). Calculating the eigenvectors and substituting them into equation (3.9), we find
\[
i\bar{w}_\pm^T Sw_\pm = \pm F^\mp(\Omega)\omega_\pm(\Omega)\sqrt{\Omega^2 - \Omega_1^2 \pm \sqrt{\Omega^2 - \Omega_1^2}}.
\] (3.10)

where
\[
F^\mp (\Omega) = \frac{4k_{11} - (\sqrt{\Omega^2 - \Omega_1^2} \mp \sqrt{\Omega^2 - \Omega_1^2})^2}{2(\Omega^2k_{11} + k_{12}^2)},
\] (3.11)

and \(k_{11}\) and \(k_{12}\) are the entries of the matrix \(K\). When \(\Omega > \Omega_2\), the sign of the right-hand side of equation (3.10) depends only on the sign of the functions \(F^+(\Omega)\) and \(F^-(\Omega)\). In the limit
Figure 4. For $\kappa_1 = -1, \kappa_2 = -4, \text{tr} D = 3, \text{tr} KD = -6,$ and $\text{det} D = 1$: movement of eigenvalues (a) in the $(\text{Re} \lambda, \text{Im} \lambda, \Omega)$ space and (b) in the complex plane when $\Omega$ decreases from 10 to 0 and (black) $\delta = 0$ and $\nu = 0$, (red, r) $\delta = 1$ and $\nu = 0$, and (green, g) $\delta = 0$ and $\nu = 1$. (Online version in colour.)

$\Omega \to \infty$, we have $F^\pm(\Omega) \sim 2/\Omega^2 > 0$, and thus $\text{sign}(i \omega_{\pm}(\Omega \to \infty)) = \pm 1$. Because the eigenvalues remain simple and pure imaginary on the whole interval $\Omega \in (\Omega_2, \infty)$ and the Krein signature is an invariant of an eigenvalue, we have $\text{sign}(i \omega_{\pm}(\Omega)) = \pm 1$ for all $\Omega \in (\Omega_2, \infty)$. Note that $\text{sign}(-i \omega_{\pm}) = -\text{sign}(i \omega_{\pm})$.

Therefore, the lower eigenfrequency, $\omega_-$, of the conservative gyroscopic system under study acquires a negative Krein signature, whereas the higher eigenfrequency, $\omega_+$, has a positive Krein signature when $\Omega$ is within the interval of gyroscopic stabilization, $\Omega > \Omega_2 > 0$. The signature coincides with the sign of the energy of a mode with a given eigenfrequency $\omega_{\pm} > 0$ [42,43]. Passing through a non-semisimple 1:1 resonance, at $\Omega = \Omega_2$ when $\Omega$ is decreasing, is thus accompanied by merging of the two eigenvalues, one with a positive and another with a negative energy sign (Krein signature), which is known as the Krein collision [44], see black curves in figure 4.

How do the damping and non-conservative positional forces affect the pure imaginary eigenvalues $i \omega_{\pm}(\Omega)$ of the gyroscopically stabilized conservative system? Does the Krein signature of the eigenvalues play a part?

The answer follows from the Taylor expansions of the eigenvalues of the perturbed gyroscopic system with respect to the parameters $\delta$ and $\nu$. Indeed, if $i \omega_{\pm}(\Omega)$ is a simple root of the characteristic polynomial (3.3) at $\delta = 0$ and $\nu = 0$, then the first-order correction to this root is [45]

$$
\lambda(\delta, \Omega, \nu) = i \omega_{\pm}(\Omega) - \delta \frac{\partial \delta q(\Omega)}{\partial \delta} - \nu \frac{\partial \nu q(\Omega)}{\partial \nu} + o(\delta, \nu),
$$

(3.12)

where the derivatives are taken at $\delta = 0$ and $\nu = 0$. Taking into account that

$$
2 \omega_0^2 - 2 \omega_{\pm}^2 + \Omega^2 - \Omega_2^2 = \pm \sqrt{\Omega^2 - \Omega_2^2} \sqrt{\Omega^2 - \Omega_1^2},
$$

(3.13)

from equation (3.12), we obtain in the linear approximation

$$
\lambda(\delta, \Omega, \nu) = i \omega_{\pm}(\Omega) \pm \nu \frac{\Omega}{\sqrt{\Omega^2 - \Omega_2^2} \sqrt{\Omega^2 - \Omega_1^2}} \mp \delta \frac{2 \omega_{\pm}^2(\Omega) - \omega_0^2}{2 \sqrt{\Omega^2 - \Omega_2^2} \sqrt{\Omega^2 - \Omega_1^2}} \frac{\text{tr} D + 2 \omega_2 \gamma_s}{2 \omega_2},
$$

(3.14)

where

$$
\gamma_s = \frac{\text{tr} KD + (\Omega_2^2 - \omega_0^2) \text{tr} D}{2 \omega_2}.
$$

(3.15)
Therefore, when \( \Omega > \Omega_2 > 0 \), the non-conservative positional forces with \( \nu > 0 \) stabilize the negative energy mode, \( i\omega_-(\Omega) \), but destabilize the mode with the positive Krein signature, \( i\omega_+(\Omega) \), see green curves in figure 4b.

The effect of damping forces depends on the structure of both the damping matrix \( \mathbf{D} \) and the matrix \( \mathbf{K} \) of potential forces.

When \( \Omega > \Omega_2 > 0 \), the damping forces with \( \delta > 0 \) destabilize the negative energy mode, \( i\omega_-(\Omega) \), and stabilize the positive energy mode, \( i\omega_+(\Omega) \), if

\[
(A) : (\omega_+^2(\Omega) - \omega_0^2) \text{tr} \mathbf{D} + 2\Omega_2\gamma_+ > 0. \tag{3.16}
\]

Otherwise, if

\[
(B) : (\omega_-^2(\Omega) - \omega_0^2) \text{tr} \mathbf{D} + 2\Omega_2\gamma_- < 0, \tag{3.17}
\]

damping stabilizes the negative energy mode of the gyroscopically stabilized conservative system under study; it can destabilize the positive energy mode when \( \Omega_2 < \Omega < \Omega_{\text{cr}} < \infty \).

Examples of matrices \( \mathbf{K} \) and \( \mathbf{D} \) that satisfy condition (3.16) are given by

\[
\mathbf{K}_A = \begin{pmatrix} -1 & 0 \\ 0 & -4 \end{pmatrix} \quad \text{and} \quad \mathbf{D}_{A_1} = \begin{pmatrix} 2 & 1 \\ 1 & 1 \end{pmatrix}. \tag{3.18}
\]

Then, \( \Omega_1 = 1, \Omega_2 = 3, \omega_0 = \sqrt{2} \) and \( \gamma_+ = \frac{3}{2} \). The eigenvalues of the matrix \( \mathbf{D}_{A_1} \) are \( \delta_{1,2} = (3 \pm \sqrt{5})/2 > 0 \). Red (r) curves in figure 4b show the effect of the full dissipation with the positive definite matrix \( \mathbf{D}_{A_1} \).

The destabilizing effect of damping forces with full dissipation on the negative energy modes of a stable Hamiltonian system is well known [46–48]. In hydrodynamics, this phenomenon manifests itself in connection, e.g. with the Kelvin–Helmholtz instability [49,50], stability of a boundary layer over a flexible surface [51–53] and Benjamin–Feir instability [42].

An interesting fact following from equation (3.16) is that the same effect can also be produced by the indefinite damping. Indeed, taking, e.g. \( \mathbf{D} = \mathbf{D}_{A_2} \) with

\[
\mathbf{D}_{A_2} = \begin{pmatrix} 1 & 2 \\ 2 & 1 \end{pmatrix}, \tag{3.19}
\]

and \( \mathbf{K} = \mathbf{K}_A \) as in the above example, we find that the eigenvalues of the indefinite matrix \( \mathbf{D}_{A_2} \) are \( \delta_1 = -1 \) and \( \delta_2 = 3 \), and \( \gamma_+ = \frac{3}{2} \). Hence, with \( \mathbf{K} = \mathbf{K}_A \) and \( \mathbf{D} = \mathbf{D}_{A_2} \), the inequality (3.16) is fulfilled for all \( \Omega > \Omega_2 = 3 \). Red (r) curves in figure 5a show how the positive energy modes are stabilized, and the negative energy modes are destabilized by the indefinite damping matrix \( \mathbf{D}_{A_1} \).

However, indefinite damping can act inversely in comparison with the earlier described effect by stabilizing the negative energy mode and destabilizing the positive energy mode for \( \Omega \) sufficiently close to \( \Omega_2 \); see red (r) curves in figure 5b. They are plotted for the matrices

\[
\mathbf{K}_B = \begin{pmatrix} -2 & 1 \\ 1 & -2 \end{pmatrix} \quad \text{and} \quad \mathbf{D}_B = \begin{pmatrix} 1 & -6 \\ -6 & 1 \end{pmatrix}, \tag{3.20}
\]

with which the inequality (3.17) is satisfied in the case of \( \omega_-(\Omega) \) for all \( \Omega > \Omega_2 \) and in the case of \( \omega_+(\Omega) \) for \( \Omega_2 < \Omega < \Omega_{\text{cr}} < \infty \).

As was established in Kirillov [54,55], destabilization of the positive energy modes of a Hamiltonian system by indefinite damping or non-conservative positional forces is a basic mechanism leading to the onset of oscillatory instabilities induced by friction applied to rotating or moving continua [21] such as the singing wine glass [19,20] or a squealing disc brake [56,57], see Chen & Bogy [58], Ono et al. [59], Yang & Hutton [60] and Spelsberg-Korspeter et al. [61] for further mechanical examples, and see Kirillov et al. [62] for an example of a similar effect in magnetohydrodynamics.
Figure 5. (a) For $\kappa_1 = -1$, $\kappa_2 = -4$, $\text{tr} D = 2$, $\text{tr} K D = -5$ and $\det D = -3$ and (b) for $\kappa_1 = -1$, $\kappa_2 = -3$, $\text{tr} D = 2$, $\text{tr} K D = -16$ and $\det D = -35$: movement of eigenvalues in the complex plane when $\omega$ decreases from 10 to 0 and (black) $\delta = 0$ and $\nu = 0$, (red, r) $\delta = 1$ and $\nu = 0$, and (green, g) $\delta = 0$ and $\nu = 1$. (Online version in colour.)

From equation (3.14), a linear approximation follows to the boundary of the domain of asymptotic stability in the $(\delta, \nu, \Omega)$ space,

$$v = \frac{\Omega^2}{2} \left[ \gamma_\nu + \frac{\text{tr} D \left( \omega_0^2 - \omega_0^2 \right)}{\Omega^2} \right] \delta. \quad (3.21)$$

In the vicinity of $\Omega = \Omega_2$, we have $\omega_\pm^2(\Omega) - \omega_0^2 \simeq \pm \omega_0 \sqrt{2 \Omega_2 (\Omega - \Omega_2)}$. Taking this into account in equation (3.21), we find a simple approximation to the gyroscopic parameter $\Omega$ near the EP $(0, 0, \Omega_2)$ at the threshold of the gyroscopic stabilization [27, 63],

$$\Omega = \Omega_2 + 2 \left( \frac{\nu}{\Omega_2} - \gamma_\nu \right)^2 + o \left( \frac{\nu}{\delta} - \gamma_\nu \right)^2. \quad (3.22)$$

Again, we have obtained an equation that is in the familiar canonical form for the Whitney umbrella surface: $Y = X^2/Z^2$. Hence, at the EP $(0, 0, \Omega_2)$, the boundary of the domain of gyroscopic stabilization in the presence of damping and non-conservative forces has the Whitney umbrella singularity [63], see figure 6a. In the first approximation with respect to $\delta$ and $\nu$, the stability boundary is a ruled surface, i.e. a set of points swept by moving straight lines given by equation (3.21) that all intersect the $\Omega$-axis orthogonally. At $\Omega = \Omega_2$, the lines degenerate and merge into one,

$$\nu = \gamma_\nu \delta. \quad (3.23)$$

In the $(\delta, v, \Sigma)$ space, a part of the plane (3.23) limited by the inequalities $\Sigma > \Sigma_2$ and $\delta > 0$ constitutes a tangent cone [34, 35] to the domain of gyroscopic stabilization at the EP $(0, 0, \Omega_2)$.

In the vicinity of the EP, it is the tangent cone to the stability domain that determines the transition of instability from the modes with negative Krein signature to that with the positive one. Indeed, as was shown by Kirillov [36, 64], perturbation of the double eigenvalue $i \omega_0$ at the EP yields the following approximation of the trajectories of the perturbed simple eigenvalues in the complex plane

$$\left( \text{Im} \lambda - \omega_0 - \text{Re} \lambda - \frac{a}{2} \right)^2 - \left( \text{Im} \lambda - \omega_0 + \text{Re} \lambda + \frac{a}{2} \right)^2 = 2d, \quad (3.24)$$

where $a := -\omega_0 (h, p)$, $d := \omega_0 (f, p)$, the angular brackets denote the scalar product in $\mathbb{R}^2$ of the vector of parameters $p = (\delta, \nu)$, and the real vectors $f = (f_\delta, f_\nu)$ and $h = (h_\delta, h_\nu)$ with
Figure 6. For $\kappa_1 = -1$, $\kappa_2 = -4$, $\text{tr} D = 3$, $\text{tr} KD = -6$ and $\det D = 1$: (a) the boundary of the domain of asymptotic stability with the Whitney umbrella singularity at the EP $(0, 0, \Omega_2 = 3)$ in the $(\delta, \nu, \Omega)$ space and (black) the switching surface (3.28); (b) movement of eigenvalues in the complex plane when $\Omega$ decreases from 10 to 0 and (black) $\delta = 0$ and $\nu = 0$, (red, r) $\delta = 0.3$ and $\nu = 0.6$, and (green, g) $\delta = 0.3$ and $\nu = 0.9$. (Online version in colour.)

components that are expressed by means of the derivatives of the characteristic polynomial $q(\lambda)$ as [45]

\begin{align*}
  f_s &= \frac{2}{\omega_0} \frac{\partial^3 p, q}{\partial \lambda^3}, \\
  h_s &= \frac{2}{\omega_0} \left(\frac{\partial p, q}{\partial \lambda} - \frac{\partial^2 p, q}{\partial \lambda^2}\right), \\
  a_0 &= \omega_0 \left\{ \frac{\partial^3 p, q}{\partial \lambda^3} \right\},
\end{align*}

which should be evaluated at the EP. Then,

\begin{align*}
  a_0 &= 1, \\
  f_\delta &= \frac{\Omega_2}{2 \omega_0^2} \gamma_*, \\
  f_\nu &= -\frac{\Omega_2}{2 \omega_0^2}, \\
  h_\delta &= \frac{\Omega_2 \gamma_* - a_0^2 \text{tr} D}{2 \omega_0^3}, \\
  h_\nu &= \frac{\Omega_2}{2 \omega_0^3},
\end{align*}

and finally,

\begin{align*}
  a &= \frac{\text{tr} D}{2} \delta \\ \\
  d &= \frac{\Omega_2}{2 \omega_0} (\gamma_* \delta - \nu).
\end{align*}

Note that in the final expression (3.27) for the coefficient $a$, the degeneration condition (3.23) has been taken into account [36].

Therefore, in the close vicinity of the EP, the movement of the perturbed eigenvalues in the complex plane is well approximated by the branches of a hyperbola (3.24), which are shifted off the imaginary axis to the left by a quantity $\delta \text{tr} D / 4$. It is clear that when $\gamma_* \delta - \nu > 0$, i.e. when ‘dissipation prevails’, the eigenvalue with the lower frequency (negative energy mode) becomes unstable, see the r curves in figure 6b. If $\gamma_* \delta - \nu < 0$, which happens either when ‘non-conservative positional forces prevail’ in the perturbation or when specific forms of indefinite damping are used, the instability transfers to the mode with the higher frequency (positive energy mode), see g curves in figure 6b. Hence, the tangent cone to the stability domain in the $(\delta, \nu, \Omega)$ space at the EP gives a linear approximation to a surface (shown in black in figure 6a) that subdivides the stability domain into two compartments (marked by green (g) and red (r) level curves in figure 6a) that correspond to destabilization of either negative energy modes (r) or positive energy modes (g) of the stable gyroscopic system (figure 6b).

The full stability boundary determined by equation $q_1 q_2 q_3 - q_1^2 q_4 - q_3^2 = 0$ following from the Routh–Hurwitz conditions applied to the polynomial (3.3) is shown in figure 6a. It is a quadratic

\begin{align*}
  q_1 q_2 q_3 - q_1^2 q_4 - q_3^2 &= 0
\end{align*}

\footnote{Cf. the eigencurves of fast and slow precession plotted in Samantaray et al. [65] for the Crandall gyropendulum [41,66].}
equation with respect to \( \nu \) that yields two sheets of the stability boundary that are connected to each other when the discriminant of the quadratic equation vanishes. This yields an equation of the surface

\[
\nu = \delta \Omega \frac{\delta^2 \text{tr} D \det D + 4\Omega_2 \gamma \text{tr} D (\Omega^2 - \Omega_2^2)}{\delta^2 (\text{tr} D)^2 + 4\Omega^2},
\]

(3.28)

which is shown in black in figure 6a. The linear approximation to this surface at the EP is the plane (3.23) that contains a tangent cone to the stability domain. When the parameters are in the \( g \) compartment of the stability domain with respect to this surface, the eigenvalue with a higher frequency has a smaller negative real part, whereas inside the \( r \) compartment, it is the eigenvalue with the lower frequency that is less stable. Consequently, when parameters are varied in such a manner that the stability boundary is penetrated from the green (\( g \)) side, the high-frequency mode is unstable. If this happens from the red (\( r \)) side, then the lower frequency mode is destabilized.

Therefore, the Krein signature of pure imaginary eigenvalues of the stable gyroscopic (Hamiltonian) system manifests itself deeply inside the parameter region of the dissipative system. In the first approximation, it is the tangent cone to the stability boundary at the EP associated with the Whitney umbrella singularity that separates the parameter sets destabilizing either negative- or positive-energy modes. The former are made unstable either by full dissipation or by a specific indefinite damping prescribed by equation (3.16), whereas the latter needs either non-conservative positional forces or another specific type of indefinite damping determined by equation (3.17) to be unstable.

Therefore, as figure 6d demonstrates, such physically different phenomena as, for example, the modulational instability in hydrodynamics and friction-induced instability in rotor dynamics live, in fact, not very far from each other under the same roof of a unique Whitney umbrella, being, however, separated by the ‘switching surface’ that reduces to the tangent cone to the stability domain at the singular EP of its stability boundary.

4. Example: Benjamin–Feir modulational instability

As an example that can be treated both as the Hamiltonian system perturbed by dissipation and as a \( \mathcal{P}\mathcal{T} \)-symmetric indefinitely damped gyroscopic system perturbed by non-conservative positional and additional damping forces, we consider the effect of enhancement of the Benjamin–Feir modulational instability with dissipation first described by Bridges & Dias [42].

A monochromatic plane wave with a finite amplitude propagating in a dispersive medium can be disintegrated into a train of short pulses when the amplitude exceeds some threshold [67]. This process develops owing to an unbounded increase in the percentage modulation of the wave, i.e. instability of the carrier wave with respect to modulations. This is fundamental for modern fluid dynamics, nonlinear optics and plasma physics modulational instability.3

Without dissipation, a slowly varying in time envelope \( A \) of the rapidly oscillating carrier wave is described by the NLS

\[
iA_t + \alpha A_{xx} + \gamma |A|^2 A = 0,
\]

(4.1)

which can be derived in the rotating wave approximation [67]. In equation (4.1), \( \alpha \) and \( \gamma \) are positive real numbers, \( i = \sqrt{-1} \), and the modulations are restricted to one space dimension \( x \). Equation (4.1) has a solution in the form of a monochromatic wave

\[
A = A_0 e^{ikx - i\omega t},
\]

(4.2)

where the frequency of the modulation, \( \omega \), depends on the amplitude \( A_0 = u_1^0 + iu_2^0 \) and spatial wavenumber \( k \) as

\[
\omega = \alpha k^2 - \gamma \|u_0\|^2,
\]

(4.3)

with \( u_0^T = (u_1^0, u_2^0) \) [42,70].

3Known as the Benjamin–Feir instability in hydrodynamics [68] and as the Bespalov–Talanov instability in nonlinear optics [69].
The modulational instability can be enhanced with additional dissipation [42]. Below, we interpret this effect in terms of the mutual location of PT-symmetric gyroscopic systems with indefinite damping with respect to general dissipative ones.

Introducing into equation (4.1) dispersive and viscous losses with the coefficients $a$ and $b$, respectively, we arrive at the dissipatively perturbed NLS

$$iA_t + (\alpha - ia)A_x + ibA + \gamma |A|^2 A = 0. \quad (4.4)$$

Separating the real and imaginary parts of the complex amplitude $A = u_1 + iu_2$, we rewrite equation (4.4) as [42]

$$Ju_t + \alpha u_{xx} + \gamma \|u\|^2 u - aJu_{xx} + bJu = 0, \quad (4.5)$$

where $u^T = (u_1, u_2)$ and $J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$. Assuming a solution to equation (4.5) in the form $u = R(u_0 + z(x,t))$, where

$$R = \begin{pmatrix} \cos(kx - \omega t) & -\sin(kx - \omega t) \\ \sin(kx - \omega t) & \cos(kx - \omega t) \end{pmatrix} \quad (4.6)$$

and $z$ is a perturbation to the travelling wave solution of the undamped NLS with the amplitude vector $u_0$, we obtain a linearization of equation (4.5),

$$Jz_t + 2akJz_x + \alpha z_{xx} + 2\gamma u_0^T u_0 z + alk^2 Jz + 2a \sigma z_x - aJz_{xx} + bJz = 0, \quad (4.7)$$

where the dyad $u_0 u_0^T$ is a $2 \times 2$ symmetric matrix. Note that we have taken into account the relation (4.3) and following Bridges & Dias [42] assumed that the dissipation is a second-order effect in a sense that the travelling wave exists for a sufficiently long time before the effects of dissipation become significant.

Looking for a solution to equation (4.7) that has a form $z(x,t) \sim v(t) \cos \sigma x + w(t) \sin \sigma x$, we arrive at the two coupled equations

$$\begin{aligned}
J\dot{v} + 2ak\sigma Jw - \alpha \sigma^2 v + 2\gamma u_0^T u_0 v + 2ka\sigma w + (a(\sigma^2 + k^2) + b)Jv &= 0 \\
J\dot{w} - 2ak\sigma Jv - \alpha \sigma^2 w + 2\gamma u_0^T u_0 w - 2ka\sigma v + (a(\sigma^2 + k^2) + b)Jw &= 0.
\end{aligned} \quad (4.8)$$

Note that equations (4.7) and (4.8) contain terms proportional to $ak^2$ that are missing in the corresponding equations derived in Bridges & Dias [42].

Differentiating the first of equations (4.8) once and using the second one in order to extract $w$ and its derivative, we decouple the equation for the vector $v$,

$$\begin{aligned}
\ddot{v} + 2((a(\sigma^2 + k^2) + b)I + qJ)v + P(\sigma^2 + k^2) + b)I + qJ)v + (a(\sigma^2 + k^2) + b)I + qJ)v \\
\frac{-2\gamma (aJ + a)Jv + 2\gamma u_0^T u_0 v}{a^2 + a^2} = 0,
\end{aligned} \quad (4.9)$$

where $I$ is a unit matrix, $q = a\sigma^2 + \gamma \|u_0\|^2$,

$$P = \gamma^2 \|u_0\|^4 I - 4k^2 \sigma^2 (aJ + a)I \quad \text{and} \quad D = u_0 u_0^T J - Ju_0 u_0^T \quad (4.10)$$

In the absence of dispersive and viscous losses, i.e. when $a = 0$ and $b = 0$, equation (4.9) reduces to the standard form [39]

$$\ddot{v} + 2qJv + 2\gamma Dv + (P_0 + (qJ)^2)v = 0, \quad (4.11)$$

where $P_0 = (\gamma^2 \|u_0\|^4 + 4a^2 k^2 \sigma^2)I$, see Kirillov [23].

Equation (4.11) describes a PT-symmetric gyroscopic system with the indefinite damping matrix $D$ [26]. The eigenvalues $\delta_{1.2}(D) = \pm \|u_0\|^2$ differ by sign only. This implies that the spectrum
Figure 7. $\alpha = 1, k = 1, \sigma = 0.5, \gamma = 1$ and (green, g) $a = 0$ and $b = 0$ or (red, r) $a = 0.04$ and $b = 0.0008$: (a) frequency of the perturbation in dependence on $\|u_0\|$; (b) movement of eigenvalues in the complex plane; (c) growth rates of the perturbation in the presence of dissipation (red, r) become positive at lower values of $\|u_0\|$ than in the undamped case (green, g) (dissipation-enhanced modulational instability). (Online version in colour.)

The dispersive and viscous losses change the mechanism of the onset of the modulational instability as the evolution of eigenvalues shown by red (r) curves in figure 7 demonstrates. First, the eigenvalues do not merge into a double one anymore and simply pass in a close vicinity of each other, figure 7b. The modulational instability takes place when a pair of complex eigenvalues with a smaller absolute value of the imaginary part moves to the right in the complex plane. Second, the amplitude, $\|u_0\|$, at the instability threshold can be lower than that in the undamped case, figure 7c. This is the effect of enhancement of the modulational instability with dissipation described by Bridges & Dias [42].

Writing the Routh–Hurwitz conditions for the characteristic polynomial of the system (4.8), which coincides with that of equation (4.9), we find the threshold of the modulational instability in the presence of dissipation

$$4\sigma^2\alpha^2 k^2 \gamma^2 \|u_0\|^4 + 2\sigma^2 \alpha \gamma r \|u_0\|^2 - r((b + a(\sigma^2 + k^2))^2 + \alpha^2 \sigma^4) = 0,$$  

where $r = (b + a(\sigma^2 + k^2))^2 - 4\sigma^2 \alpha^2 k^2$. The threshold (4.15) plotted in the $(a, b, \|u_0\|)$ space is shown in figure 8a. The surface has a self-intersection along an interval of the $\|u_0\|$ axis. At the points of this interval, the stability boundary is efficiently described by its linear approximation.
Indeed, resolving equation (4.15) with respect to $b$ and expanding the solution in $a$, we find a linear approximation of the region of asymptotic stability in the $(a, b)$ plane,

$$
b = b = \left[ -\sigma^2 - k^2 \pm \frac{k^2(2\|u_0\|_i^2 - \|u_0\|^2)}{\|u_0\|_i \sqrt{\|u_0\|^2 - \|u_0\|^2}} \right] \frac{\sigma}{a} + o(a). \quad (4.16)
$$

The linear approximation (4.16) consists of two straight lines, the angle between which decreases when $\|u_0\|$ approaches $\|u_0\|_i$. At the EP $\|u_0\| = \|u_0\|_i$, the linear approximation (4.16) degenerates into a single line $a = 0$.

For $a \ll b$, equation (4.16) yields a simple estimate of the threshold of the dissipative modulational instability in the vicinity of the EP $(a, b, \|u_0\|_i)$,

$$
\|u_0\|_d \approx \|u_0\|_i \left( 1 - \frac{k^2 \sigma^2 a^2}{2 b^2} \right) \leq \|u_0\|_i. \quad (4.17)
$$

**Figure 8.** For $\sigma = 1$, $\gamma = 1$, and $k = 1$: (a) the threshold (4.15) at $\sigma = 0.5$; (b) its cross sections in the $(a, b)$ plane at (lower curve) $\|u_0\| = 0.34$, (intermediate curve) $\|u_0\| = \|u_0\|_i$, and (upper curve) $\|u_0\| = 0.36$ and (c) in the $(b, \|u_0\|)$ plane at $a = 0$ and $a = 0.05$; (d) in the $(\sigma, \|u_0\|)$ plane, the threshold (4.15) in the limit $a \rightarrow 0$ for (straight red (dark) line) $\beta := a/b = 0$ and (subsequent lower red (dark) curves) $\beta = 5, 50, 500, \infty$ given by equation (4.16) and (4.19); the green (bright) curve is the threshold (4.15) at $a = 0.04$ and $b = 0.0008$. (Online version in colour.)
Equation (4.17) has the form $Y = X^2/Z^2$ that is canonical for the Whitney umbrella surface [30]. Therefore, as is visible in figure 8a, the instability threshold (4.15) indeed possesses the Whitney umbrella singularity at $a = 0, b = 0$ and $\|u_0\| = \|u_0\|_i$ in the $(a, b, \|u_0\|)$ space.

The presence of the singularity on the stability boundary explains why at every small $a \neq 0$, there exists a domain of modulational instability at smaller values of $\|u_0\|$ with respect to that for $a = 0$, figure 8c. This enhancement of the modulational instability with dissipation discussed in Bridges & Dias [42] is clearly seen in the approximation (4.17). On the other hand, some combinations of $a$ and $b$ yield positive increments to the stability domain shown in light grey in figure 8c. For example, at $\|u_0\| = \|u_0\|_i$, there exists a stability domain in the $(a, b)$ plane that has a cuspoidal point singularity at the origin, figure 8b. Quadratic approximation to the cusp follows from the expression (4.15) as

$$b = \sigma \sqrt{\alpha \sqrt{\alpha k}}|a| - a(\sigma^2 + k^2) + o(a). \quad (4.18)$$

Figure 8d demonstrates how the existence of the Whitney umbrella singularity at the EP influences the instability threshold in the $(\sigma, \|u_0\|)$ plane. The straight red (dark) line in figure 8d is the undamped threshold (4.14) that yields $\|u_0\| = \sigma \sqrt{\alpha / 2\gamma}$; the green (bright) curve here shows the stability boundary (4.15) at $a = 0.04$ and $b = 0.0008$ so that $\beta := ab^{-1} = 50$. We see that the green (bright) line intersects the instability threshold in the undamped case, i.e. dissipation both increases and decreases the critical amplitude. However, when $\beta$ is fixed and $a \to 0$, the stability boundary tends to a limiting curve that is below the undamped threshold for all $\sigma > 0$, and thus does not coincide with the line $\|u_0\| = \frac{\sigma}{\sqrt{\alpha / 2\gamma}}$. This limiting curve is described by equation (4.16). In figure 8d, such limiting curves are plotted for $\beta = 5, 50, 500$ and for $\beta \to \infty$. In the latter case, equation (4.16) yields

$$\|u_0\| = \pm \frac{\sigma}{k} \sqrt{\frac{\alpha}{2\gamma}} (k^2 - \sigma^2) \quad \text{and} \quad \|u_0\| = \pm \frac{\alpha}{2\gamma} (\sigma^2 - k^2). \quad (4.19)$$

The curves (4.19) form a cusp at $\|u_0\| = 0$ when $\sigma = k$, demonstrating a kind of resonance between the wavenumbers $\sigma$ and $k$ of the perturbation and modulation, figure 8d. Note however, that the modulational instability is characterized by $\sigma < k$ [42].

Therefore, enhancement of the modulational instability with dissipation is a manifestation of the effect of dissipation-induced instabilities [30,48] that occurs in a near $\mathcal{PT}$-symmetric gyroscopic system with indefinite damping.

5. Conclusion

We considered stability of a dissipative system in the vicinity of a $\mathcal{PT}$-symmetric indefinitely damped system as well as stability of a gyroscopic system perturbed by non-conservative positional and general damping forces with definite or indefinite matrices. In both cases, the spectrum of the ideal system has a Hamiltonian symmetry, i.e. the eigenvalues are situated symmetrically with respect to both real and imaginary axes of the complex plane. In both cases, the ideal system has a threshold in the parameter space (EP) whose violation yields instability via passing through the non-semisimple 1 : 1 resonance. We established that in both cases, the boundary of the domain of asymptotic stability has the Whitney umbrella singularity at the EP and a self-intersection along the interval of stability of the ideal system. We found that the tangent cone to the stability domain at the EP determines which mode becomes unstable under a perturbation. In the case of the gyroscopic system, we discovered that the modes with a negative Krein signature are destabilized by the full dissipation and some sort of indefinite damping, whereas the modes with a positive Krein signature are destabilized by non-conservative positional forces and another sort of indefinite damping. This classification has a clear geometrical picture in the parameter space. As an example that possesses both interpretations, an enhancement of the modulational instability with dissipation was studied in detail.
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