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We introduce and discuss a nonlinear kinetic equation of Boltzmann type that describes the influence of knowledge in the evolution of wealth in a system of agents that interact through the binary trades, an equation first introduced by Cordier \textit{et al.} (2005 \textit{J. Stat. Phys.} \textbf{120}, 253–277 (doi:10.1007/S10955-005-5456-0)). The trades, which include both saving propensity and the risks of the market, are here modified in the risk and saving parameters, which now are assumed to depend on the personal degree of knowledge. The numerical simulations show that the presence of knowledge has the potential to produce a class of wealthy agents and to account for a larger proportion of wealth inequality.

### 1. Introduction

In the past two decades, various concepts and techniques of statistical mechanics have been fruitfully applied to a wide variety of complex extended systems, both physical and non-physical, in an effort to understand their emergent properties. Economics is one of the systems to which methods borrowed from statistical mechanics for particle systems have been systematically applied [1–8]. Starting from the original idea developed by Angle [9,10], a variety of both discrete and continuous models for wealth distribution have been proposed and studied from the viewpoint of the relation between parameters in the microscopic rules and the resulting macroscopic statistics [2,4,5,11,12]. The basic assumption in most of these models is that wealth is exchanged among agents by means of binary trades, which represent the microscopic level.
A typical ingredient of trading is a mechanism for saving, first introduced in [2], which ensures that agents could exchange at most a certain fraction of their wealth in each trade event. Moreover, randomness plays a role in virtually all available models, taking into account that many trades are risky, so that the exact amount of money changing hands is not known a priori.

In most of the models introduced so far, the trading mechanism leaves the total mean wealth unchanged. Then, depending on the specific choice of the saving mechanism and the stochastic nature of the trades, the studied systems are capable of producing wealth curves with the so-called Pareto power-law tails [13,14]. In other words, if \( f(v) \) is the probability density function of agents with wealth \( v \), then

\[
\int_v^\infty f(w) \, dw \sim v^{-\mu},
\]

where the exponent \( \mu \) characterizes the tail behaviour and it is related to the amount of wealth inequality in the system.

Among other approaches, the description of market models via kinetic equations of Boltzmann type is a fertile ground for research. This powerful methodology has been recently extended to cover more sophisticated rules for trading. For example, a description of the behaviour of a stock price has been developed by Cordier et al. [15]. Also, price theory has been considered by introducing trades in which agents interact by exchanging goods according to the Edgeworth box strategy [16]. Furthermore, there have been efforts to include non-microscopic effects, such as global taxation (and subsequent redistribution), in the recent works of Guala [17], Pianegonda et al. [18], Garibaldi et al. [11], Bisi et al. [19] and Toscani [20]. Despite the high number of studies devoted to the subject, well documented by various recent review papers [21–26], most of the kinetic models depend in general only on the wealth parameter, thus describing a society in which all agents apply the same rules of change to their wealth, independently of any other behavioural aspect.

To this common line of thought, a few exceptions need to be properly quoted. Perhaps the most important contribution has been made by Lux & Marchesi [27,28], who, to give a basis to the possibility to obtain both booms and crashes in an economy, considered a system composed by two different dynamical classes of traders, characterized by different behaviours with respect to trading activity. Their idea has been subsequently applied in [29,30] to construct a kinetic model in which personal opinion is responsible for the change of strategy, moving the two groups of traders considered by Lux & Marchesi from one to the other. It is interesting to remark that in [29] these behavioural aspects are justified by resorting to the prospect theory of Kahneman & Tversky [31,32], namely to the analysis of decision under risk. Other authors studied the importance of the saving parameter in binary trade, by assuming that the same is not a universal one, but it can vary in a random way [33]. For a recent introduction to the kinetic description of most of the above-mentioned models, together with their numerical simulation by Monte Carlo methods, we refer to the recent book [34].

Among the various behavioural aspects, knowledge represents an important variable to be taken into account. Indeed, knowledge is one of the key factors that allow an individual to become independent and to improve his or her social conditions, and it is beyond doubt that trading of wealth belongs to this set of activities [35]. Knowledge acquisition involves complex cognitive processes, such as perception, learning, communication, association and reasoning, and produces permanent changes in personal behaviour [36]. The way in which knowledge is accumulated is a very complicated matter, and it is very difficult to model it from a mathematical point of view. However, in view of its importance in multi-agent phenomena, various aspects of learning have been recently studied in a number of technical papers (cf. [37–40] and the references therein). In [41,42], the authors introduced the notion of economic complexity, as a measure of the total amount of knowledge present in a country’s economy. According to their viewpoint, the more diverse and specialized the jobs a country’s citizens have, the greater the country’s ability to produce complex products that few other countries can produce, making the country more prosperous. At the same time, economic complexity generates noticeable differences in the social
conditions among different countries. Indeed, it is believed that knowledge accumulation can be the source of a large proportion of wealth inequality [40].

In this paper, we will introduce a very simple and naive process for the formation of knowledge, which is described in terms of a linear interaction with a background, and it is able to take into account both the acquisition of information and the process of selection, which appear to be natural and universal features. The amount of knowledge will be quantified in terms of a positive variable. The knowledge interaction will be coupled with the binary trade of wealth exchange introduced by Cordier et al. [4], which includes both saving propensity and the risks of the market. The novelty here is to assume that both the saving propensity and the risky part of the trade depend on personal knowledge. A typical and natural assumption is that knowledge could act on the trade process both to increase the expected utility and to reduce the randomness present in the risk. The interaction rules will subsequently be merged, within the principles of classical kinetic theory, to derive a nonlinear Boltzmann-like kinetic equation for the joint evolution of knowledge and wealth.

For the sake of completeness, a comment on the justification of kinetic models suitable to describe human behaviours is in place. The socio-economic behaviour of a (real) population of agents is extremely complex. Apart from elements from mathematics and economics, a sound description—if one exists at all—would necessarily need contributions from various other fields, including psychology. Clearly, the available mathematical models are too simple to even pretend to reflect the real situation. However, the idea to describe the evolution of knowledge and wealth in terms of a kinetic equation gives rise to a variety of challenging mathematical problems, from both the theoretical and numerical points of view. In particular, it is remarkable that this class of simple models possesses such a wide spectrum of possible equilibria (some of which indeed resemble distributions seen in reality, such as the presence of a consistent middle class, as well as the persistence of heavy tails in the steady-state distribution). Moreover, kinetic models are extremely flexible with respect to the introduction of additional effects [34]. In this way, the described models should be considered as the basic building blocks, which can easily be combined, adapted and improved.

The paper is organized as follows. In §2, we introduce and discuss a kinetic model for the formation of knowledge in a multi-agent society. This linear model is based on microscopic interactions with a fixed background and is such that the density of the population knowledge moves towards a steady distribution that is heavily dependent of the microscopic parameters of the microscopic interactions. Then, the knowledge rule is merged with the binary trade of wealth to obtain a nonlinear kinetic model of Boltzmann type for the joint density of wealth and knowledge. This part is presented in §3. Section 4 deals with the derivation of a Fokker–Planck-type equation, which models the formation of the joint density of wealth and knowledge in the so-called quasi-invariant limit procedure. Finally, §5 is devoted to various numerical experiments, which allow one to recover the steady distribution of wealth and knowledge in the population for various choices of the relevant parameters.

2. An evolutionary model for knowledge

Even if a well-established definition of knowledge does not exist, and there are numerous theories to explain it, one can agree on certain universal aspects about it. Knowledge can be described as familiarity with someone or something unknown, which can include information, facts, descriptions or skills acquired through experience or education. It is commonly accepted that knowledge is in part influenced strongly by ones parents, but it is evident that the main factor that can influence knowledge is the environment in which an individual grows up and lives [43]. Indeed, the experiences that produce knowledge cannot be fully inherited from ones parents, such as the genome, but rather are acquired over a lifetime from several elements of the environment. The learning process is very complicated and produces different results for each individual in a population. Although all individuals are given the same opportunities, at the end of the cognitive process every individual appears to have a different level of knowledge. Also, it
is quite evident that personal knowledge is the result of selection, which allows the notions that an individual considers important to be retained, and the rest to be discarded. This basic aspect of the process of learning has been recently discussed in a convincing way by Eco [44], one of the greatest philosophers and contemporary Italian writers. In his fascinating lecture, Eco outlines the importance of a drastic selection of the surrounding quantity of information, to maintain a certain degree of ingenuity. This is particularly true nowadays, where the global access to information on the Internet gives each individual the possibility to have a reservoir of almost infinite capacity from which to extract any type of (useful or not) information.

The previous remarks are at the basis of a suitable description of the evolution of the distribution of knowledge in a population of agents by means of microscopic interactions with a fixed background. In this picture, each variation of knowledge is interpreted as an interaction where a fraction of the knowledge of the individual is lost by virtue of the selection, while at the same time the external background (the surrounding environment) can transfer a certain amount of its knowledge to the individual. If we quantify the knowledge of the individual in terms of a scalar parameter $x$, ranging from zero to infinity, and by $z \geq 0$ the knowledge achieved from the background in a single interaction, the new amount of knowledge can be computed as

$$x^* = (1 - \lambda(x))x + \lambda_B(x)z + \kappa x.$$  \hspace{1cm} (2.1)

In (2.1), the functions $\lambda = \lambda(x)$ and $\lambda_B = \lambda_B(x)$ quantify, respectively, the amounts of selection and external learning, while $\kappa$ is a random parameter that takes into account the possible unpredictable modifications of the knowledge process. We will, in general, fix the mean value of $\kappa$ equal to zero. As some selection is always present, and at the same time it cannot exceed a certain amount of the total knowledge, it is assumed that $\lambda_- \leq \lambda(x) \leq \lambda_+$, where $\lambda_- > 0$ and $\lambda_+ < 1$. Likewise, it is reasonable to assume an upper bound for the acquisition of knowledge from the background. Then, $0 \leq \lambda_B(x) \leq \tilde{\lambda}$, where $\tilde{\lambda} < 1$. Lastly, the random part is chosen to satisfy the lower bound $\kappa \geq -(1 - \lambda_+)$. By these assumptions, it is assured that the post-interaction value $x^*$ of the knowledge is non-negative.

Let $C(z)$, $z \geq 0$, denote the probability distribution of knowledge of the (fixed) background. It is reasonable to assume that $C(z)$ has a bounded mean, so that

$$\int_{\mathbb{R}_+} C(z) \, dz = 1 \quad \text{and} \quad \int_{\mathbb{R}_+} zC(z) \, dz = M.$$  \hspace{1cm} (2.2)

We note that the distribution of the background will induce a certain policy of acquisition of knowledge. For example, let us assume that the background is a random variable uniformly distributed on the interval $(0, a)$, where $a > 0$ is a fixed constant. If we choose for simplicity $\lambda(x) = \lambda_B(x) = \tilde{\lambda}$, and the individual has a degree of knowledge $x > a$, in the absence of randomness the interaction will always produce a value $x^* \leq x$, namely a partial decrease of knowledge. In this case, in fact, the process of selection in an individual with high knowledge cannot be restored by interaction with the environment.

The study of the time evolution of the distribution of knowledge consequent to interactions of type (2.1) among individuals can be obtained by resorting to linear kinetic collision-like models [45,46] like the ones previously used in the context of opinion dynamics. Let $F = F(x, t)$ be the density of agents which at time $t > 0$ are represented by their knowledge $x \in \mathbb{R}_+$. Then, the time evolution of $F(x, t)$ obeys a Boltzmann-like equation. This equation can be fruitfully written in weak form. It corresponds to saying that the solution $F(x, t)$ satisfies, for all smooth functions $\varphi(x)$ (the observable quantities),

$$\frac{d}{dt} \int_{\mathbb{R}_+} F(x, t)\varphi(x) \, dx = \left( \int_{\mathbb{R}_+} (\varphi(x^*) - \varphi(x))F(x, t)C(z) \, dx \, dz \right).$$  \hspace{1cm} (2.3)

In (2.3), the post-interaction knowledge $x^*$ is given by (2.1). As usual, $\langle \cdot \rangle$ represents mathematical expectation. Here, expectation takes into account the presence of the random parameter $\kappa$ in (2.1).

The meaning of the kinetic equation (2.3) is clear. At any positive time $t > 0$, the variation in time of the distribution of knowledge (the left-hand side) is due to the change in knowledge
resulting from interactions of type (2.1) that the system of agents has at time \( t \) with the environment. This change is measured by the interaction operator on the right-hand side.

It is immediate to show that equation (2.3) preserves the total mass, so that \( F(x, t) \), \( t > 0 \), remains a probability density if it is so initially. By choosing \( \varphi(x) = x \), we recover the evolution of the mean knowledge \( M_K(t) \) of the agents system. The mean knowledge satisfies the equation

\[
\frac{dM_K(t)}{dt} = - \int_{\mathbb{R}_+} x \lambda(x) F(x, t) \, dx + M \int_{\mathbb{R}_+} \lambda_B(x) F(x, t) \, dx,
\]

which in general is not explicitly solvable, unless the functions \( \lambda(x) \) and \( \lambda_B(x) \) are assumed to be constant. However, as \( \lambda(x) \geq \lambda_- \), while \( \lambda_B(t) \leq \tilde{\lambda} \), the mean value always satisfies the differential inequality

\[
\frac{dM_K(t)}{dt} \leq -\lambda_- M_K(t) + \tilde{\lambda} \bar{M},
\]

which guarantees that the mean knowledge of the system will never exceed the (finite) value \( M_{\text{max}} \) given by

\[
M_{\text{max}} = \frac{\tilde{\lambda}}{\lambda_-} \bar{M}.
\]

If \( \lambda(x) = \lambda \) and \( \lambda_B(x) = \lambda_B \) are constant, equation (2.4) becomes

\[
\frac{dM_K(t)}{dt} = -\lambda M_K(t) + \lambda_B \bar{M}.
\]

In this case, the linear differential equation can be solved, and

\[
M_K(t) = M_K(0) e^{-\lambda t} + \frac{\lambda_B \bar{M}}{\lambda} (1 - e^{-\lambda t}).
\]

Formula (2.7) shows that the mean knowledge converges exponentially to its limit value \( \lambda_B \bar{M}/\lambda \).

### 3. A Boltzmann model for wealth and knowledge

In this section, we will join the evolutionary kinetic model for knowledge with a kinetic model for wealth distribution that we introduced with Cordier in 2005 [4]. This model belongs to a class of models in which agents are indistinguishable. In most of these models [13,47], an agent’s state at any instant of time \( t \geq 0 \) is completely characterized by his current wealth \( w \geq 0 \). When two agents encounter in a trade, their pre-trade wealths \( v \) and \( w \) change into the post-trade wealths \( v^* \) and \( w^* \) according to the rule [1–3]

\[
v^* = p_1 v + q_1 w \quad \text{and} \quad w^* = q_2 v + p_2 w.
\]

The interaction coefficients \( p_i \) and \( q_i \) are non-negative random variables. While \( q_1 \) denotes the fraction of the second agent’s wealth transferred to the first agent, the difference \( p_1 - q_2 \) is the relative gain (or loss) of wealth of the first agent due to market risks. It is usually assumed that \( p_i \) and \( q_i \) have fixed laws, which are independent of \( v \) and \( w \), and of time. This means that the amount of wealth an agent contributes to a trade is (on the average) proportional to the respective agent’s wealth.

Let \( f(v, t) \) be the density of agents which at time \( t > 0 \) are represented by their wealth \( v \in \mathbb{R}_+ \). As explained in §2, the time evolution of the distribution of wealth, say \( f(v, t) \), consequent to binary interactions of type (3.1) among agents of the system, is obtained by resorting to kinetic collision-like models [4,34]. The time evolution of the distribution of wealth obeys here a bilinear Boltzmann-like equation, which in weak form reads

\[
\frac{d}{dt} \left( \int_{\mathbb{R}_+} f(v, t) \varphi(v) \, dv \right) = \frac{1}{2} \left( \int_{\mathbb{R}_+^2} (\varphi(v^*) + \varphi(w^*) - \varphi(v) - \varphi(w)) f(v, t) f(w, t) \, dv \, dw \right).
\]

In (3.2), the post-interaction wealths \( v^* \) and \( w^* \) are given by (3.1). Also in this case, \( \langle \cdot \rangle \) represents mathematical expectation, and the expectation takes into account the fact that the interaction coefficients \( p_i \) and \( q_i \) are non-negative random variables.
In [4], the trade has been modelled to include the idea that wealth changes hands for a specific reason: one agent intends to invest his wealth in some asset, property, etc., in the possession of his trade partner. Typically, such investments bear some risk, and either provide the buyer with some additional wealth, or lead to the loss of wealth in a non-deterministic way. An easy realization of this idea [14] consists in coupling saving propensity with some risky investment that yields an immediate gain or loss proportional to the current wealth of the investing agent,

\[ v^* = (1 - \gamma + \eta_1)v + \gamma w \quad \text{and} \quad w^* = (1 - \gamma + \eta_2)w + \gamma v, \]  

(3.3)

where \( 0 < \gamma < 1 \) is the parameter that identifies the saving propensity. In this case

\[ p_i = 1 - \gamma + \eta_i \quad \text{and} \quad q_i = \gamma \quad (i = 1, 2). \]  

(3.4)

The coefficients \( \eta_1 \) and \( \eta_2 \) are random parameters, which are independent of \( v \) and \( w \), and distributed so that always \( v^*, w^* \geq 0 \), i.e. \( \eta_1, \eta_2 \geq -\gamma \). Unless these random variables are centred, i.e. \( \langle \eta_1 \rangle = \langle \eta_2 \rangle = 0 \), it is immediately seen that the mean wealth is not preserved, but it increases or decreases exponentially (see the computations in [4]). For centred \( \eta_i \),

\[ \langle v^* + w^* \rangle = (1 + \langle \eta_1 \rangle)v + (1 + \langle \eta_2 \rangle)w = v + w, \]  

(3.5)

implying conservation of the average wealth. Various specific choices for the \( \eta_i \) have been discussed [14]. The easiest one leading to interesting results is \( \eta_i = \pm \gamma r \), where each sign comes with probability 1/2. The factor \( r \in (0, \gamma) \) should be understood as the intrinsic risk of the market: it quantifies the fraction of wealth agents are willing to gamble. Within this choice, one can display the various regimes for the steady state of wealth as a function of \( \gamma \) and \( r \), which follow from numerical evaluation. In the zone corresponding to low market risk, the wealth distribution shows again socialistic behaviour with slim tails. Increasing the risk, one falls into capitalistic behaviour, where the wealth distribution displays the desired Pareto tail. A minimum of saving \( (\gamma > 1/2) \) is necessary for this passage; this is expected because, if wealth is spent too quickly after earning, agents cannot accumulate enough to become rich. Inside the capitalistic zone, the Pareto index decreases from \( +\infty \) at the border with the socialist zone to unity. Finally, one can obtain a steady wealth distribution, which is a Dirac delta located at zero. Both risk and saving propensity are so high that a marginal number of individuals manage to monopolize all of the society’s wealth. In the long-time limit, these few agents become infinitely rich, leaving all other agents truly pauper.

The analysis in [14] essentially shows that the microscopic interaction (3.3) considered in the Cordier–Pareschi–Toscani model (briefly CPT model) are such that the kinetic equation (3.2) is able to describe all interesting behaviours of wealth distribution in a multi-agent society. In its original formulation, both the saving and the risk were described in terms of the universal constant \( \gamma \) and of the universal random parameters \( \eta_1 \) and \( \eta_2 \). Suppose now that these quantities in the trade could depend of the personal knowledge of the agent. For example, one reasonable assumption would be that an individual uses his personal knowledge to reduce the risk connected to trading. Also, knowledge could be used to have a favourable outcome from the trade. Under these assumptions, one is led to modify the binary trade to include the effect of knowledge into (3.3). Given two agents \( A \) and \( B \) characterized by the pair \((x, v)\) (respectively \((y, w)\)) of knowledge and wealth, the new binary trade between \( A \) and \( B \) now reads

\[ \begin{align*}
    v^* &= (1 - \Psi(x)\gamma + \Phi(x)\eta_1)v + \Psi(y)\gamma w \\
    w^* &= (1 - \Psi(y)\gamma + \Phi(y)\eta_2)w + \Psi(x)\gamma v.
\end{align*} \]  

(3.6)

In (3.6), the personal saving propensity and risk perception of the agents are contained in the functions \( \Psi = \Psi(x) \) and \( \Phi = \Phi(x) \). In this way, the outcome of binary trade results from a combined effect of (personal) saving propensity, knowledge and wealth. Among other possibilities, one reasonable choice is to fix the functions \( \Psi(\cdot) \) and \( \Phi(\cdot) \) as non-increasing functions. This reflects the idea that knowledge could be fruitfully employed both to improve the result of
the outcome and to reduce the risks. For example, \( \Psi(x) = (1 + x)^{-\alpha} \) and \( \Phi(x) = (1 + x)^{-\beta} \), with \( \alpha, \beta > 0 \), could be one possible choice.

It is interesting to remark that, even in the presence of personal knowledge (through the functions \( \Psi \) and \( \Phi \)), the trade (3.6) remains conservative in the mean, that is

\[
\langle v^*(x, y, v, w) + w^*(x, y, v, w) \rangle = v + w,
\]

like in the original CPT model (cf. equation (3.5)).

Assuming the binary trade (3.6) as the microscopic binary exchange of wealth in the system of agents, the joint evolution of wealth and knowledge is described in terms of the density \( f = f(x, v, t) \) of agents which at time \( t > 0 \) are represented by their knowledge \( x \in \mathbb{R}_+ \) and wealth \( v \in \mathbb{R}_+ \). The evolution in time of the density \( f \) is described by the following kinetic equation in weak form (cf. [34, ch. 5, §5.7])

\[
\frac{d}{dt} \int_{\mathbb{R}_+^2} \varphi(x, v) f(x, v, t) \, dx \, dv = \frac{1}{2} \left\{ \int_{\mathbb{R}_+^2} \left( \varphi(x^*, v^*) + \varphi(y^*, w^*) - \varphi(x, v) - \varphi(y, w) \right) f(x, v, t) f(y, w, t) C(z) \, dx \, dy \, dz \, dv \, dw \right\}. \tag{3.8}
\]

In (3.8), the pairs \((x^*, v^*)\) and \((y^*, w^*)\) are obtained from the pairs \((x, v)\) and \((y, w)\) by (2.1) and (3.6). Note that, by choosing \( \varphi \) independent of \( v \), that is \( \varphi = \varphi(x) \), equation (3.8) reduces to equation (2.3) for the marginal density of knowledge \( F(x, t) \). In view of the particular interaction rules, the solution to equation (3.8) satisfies some important conservation properties. Let us define by \( M_W(t) \) the mean wealth present in the system at time \( t > 0 \), that is

\[
M_W(t) = \int_{\mathbb{R}_+^2} v f(x, v, t) \, dv \, dx.
\tag{3.9}
\]

Then, as interactions of type (3.6) preserve (in the mean) the total wealth in a single trade, by choosing \( \varphi(x, v) = v \), it follows that \( M_W(t) \) is preserved in time. Together with mass conservation, this is the only preserved quantity. Because of the complicated structure of the binary trade (3.6), which depends on the knowledge variable in a nonlinear way, the analytical study of the kinetic equation (3.8) appears extremely difficult. For this reason, in the remainder of this paper, we will resort to some simplification of the system description and to numerical experiments.

### 4. Fokker–Planck description

As is usual in kinetic theory, particular asymptotics of the Boltzmann-type equation result in simplified models, generally of Fokker–Planck type, for which the study of the theoretical properties is often easier [4,48]. In order to describe the asymptotic process, let us discuss in some detail the evolution equation for the mean knowledge, given by (2.6). For simplicity, and without loss of generality, let us assume \( \lambda = \lambda_B \) constant. Given a small parameter \( \epsilon \), the scaling

\[
\lambda \rightarrow \epsilon \lambda, \quad \lambda_B \rightarrow \epsilon \lambda_B \quad \text{and} \quad \kappa \rightarrow \sqrt{\epsilon} \kappa
\]

is such that the mean value \( M_K(t) \) satisfies

\[
\frac{dM_K(t)}{dt} = -\epsilon(\lambda M_K(t) - \lambda_B M).
\]

If we set \( \tau = \epsilon t \) and \( F_\epsilon(x, \tau) = F(x, t) \), then

\[
M_K(\tau) = \int_{\mathbb{R}_+} x F_\epsilon(x, \tau) \, dx = \int_{\mathbb{R}_+} x F(x, t) \, dx = M_K(t),
\]

and the mean value of the density \( F_\epsilon(x, \tau) \) solves

\[
\frac{dM_K(\tau)}{d\tau} = -\lambda M_K(\tau) + \lambda_B M.
\tag{4.2}
\]
Note that equation (4.2) does not depend explicitly on the scaling parameter $\epsilon$. In other words, we can reduce in each interaction the variation of knowledge, waiting enough time to get the same law for the mean value of the knowledge density.

We can consequently investigate the situation in which most of the interactions produce a very small variation of knowledge ($\epsilon \to 0$), while at the same time the evolution of the knowledge density is such that (4.2) remains unchanged. We will call this limit the quasi-invariant knowledge limit. Analogous procedures have been successfully applied to kinetic models in economics [4] and opinion formation [48–50].

The same strategy applies to the microscopic wealth exchange, if we scale the parameters quantifying the propensity and risk in (3.6),

$$\gamma \to \epsilon \gamma \quad \text{and} \quad \eta_i \to \sqrt{\epsilon} \eta_i, \quad i = 1, 2. \quad (4.3)$$

Let us now assume that the centred random variable $\kappa$ has bounded moments at least of order $n = 3$, with $\langle \kappa^2 \rangle = \delta$. Likewise, let us assume that the centred random variables $\eta_i$, $i = 1, 2$, are independent and equidistributed, with bounded moments up to order three, and such that $\langle \eta_i^2 \rangle = \sigma$, $i = 1, 2$. Moreover, we assume that $\kappa$ is independent of $\eta_i$, $i = 1, 2$.

Using the previous properties of the random quantities $\kappa$, $\eta_1$ and $\eta_2$, equations (2.1) for the knowledge variable and (3.6) for the wealth give

$$\langle x^\ast - x \rangle = \lambda_R(x)z - \lambda(x)x = D(x, z) \quad (4.4)$$

and

$$\langle v^\ast - v \rangle = \gamma(\Psi(y)w - \Psi(x)v) = E(x, y, v, w),$$

and

$$\langle (x^\ast - x)^2 \rangle = D(x, z)^2 + \delta x^2, \quad \langle (v^\ast - v)^2 \rangle = E(x, y, v, w)^2 + \sigma \Phi^2(x)v^2 \quad (4.5)$$

and

$$\langle (x^\ast - x)(v^\ast - v) \rangle = D(x, z)E(x, y, v, w). \quad (4.6)$$

Hence, by expanding the smooth function $\varphi(x^\ast, v^\ast)$ in Taylor series up to order two, we obtain

$$\langle \varphi(x^\ast, v^\ast) - \varphi(x, v) \rangle = D(x, z)\frac{\partial \varphi}{\partial x} + E(x, y, v, w)\frac{\partial \varphi}{\partial v} + \frac{1}{2} \delta x^2 \frac{\partial^2 \varphi}{\partial x^2} + \frac{1}{2} \sigma \Phi^2(x)v^2 \frac{\partial^2 \varphi}{\partial v^2}$$

$$+ \frac{1}{2} \left( D(x, z)^2 \frac{\partial^2 \varphi}{\partial x^2} + E(x, y, v, w)^2 \frac{\partial^2 \varphi}{\partial v^2} + D(x, z)E(x, y, v, w) \frac{\partial^2 \varphi}{\partial x \partial v} \right) + R(x, y, v, w). \quad (4.6)$$

Clearly, $R(x, y, v, w)$ denotes the remainder of the Taylor expansion.

Let us consider now the situation in which both the scalings (4.1) and (4.3) are applied. Then

$$D(x, z) \to \epsilon D(x, z), \quad E(x, y, v, w) \to \epsilon E(x, y, v, w), \quad \delta \to \epsilon \delta \quad \text{and} \quad \sigma \to \epsilon \sigma. \quad (4.7)$$

Consequently,

$$D(x, z)\frac{\partial \varphi}{\partial x} + E(x, y, v, w)\frac{\partial \varphi}{\partial v} + \frac{1}{2} \delta x^2 \frac{\partial^2 \varphi}{\partial x^2} + \frac{1}{2} \sigma \Phi^2(x)v^2 \frac{\partial^2 \varphi}{\partial v^2}$$

$$\to \epsilon \left( D(x, z)\frac{\partial \varphi}{\partial x} + E(x, y, v, w)\frac{\partial \varphi}{\partial v} + \frac{1}{2} \delta x^2 \frac{\partial^2 \varphi}{\partial x^2} + \frac{1}{2} \sigma \Phi^2(x)v^2 \frac{\partial^2 \varphi}{\partial v^2} \right),$$

while

$$D(x, z)^2 \frac{\partial^2 \varphi}{\partial x^2} + E(x, y, v, w)^2 \frac{\partial^2 \varphi}{\partial v^2} + D(x, z)E(x, y, v, w) \frac{\partial^2 \varphi}{\partial x \partial v}$$

$$\to \epsilon^2 \left( D(x, z)^2 \frac{\partial^2 \varphi}{\partial x^2} + E(x, y, v, w)^2 \frac{\partial^2 \varphi}{\partial v^2} + D(x, z)E(x, y, v, w) \frac{\partial^2 \varphi}{\partial x \partial v} \right).$$
Within the same scaling,

\[ R(x, y, v, w) \rightarrow R_\epsilon(x, y, v, w). \]

We remark that, by construction, the scaled remainder \( R_\epsilon(x, y, v, w) \) depends in a multiplicative way on higher moments of the random variables \( \sqrt{\epsilon} x_i \) and \( \sqrt{\epsilon} y_i, i = 1, 2 \), so that \( R_\epsilon(x, y, v, w) / \epsilon \ll 1 \) for \( \epsilon \ll 1 \) (cf. the discussion in [15,48], where similar computations have been done explicitly). Identical formulæ hold for the differences \( \langle y^* - y \rangle \) and \( \langle w^* - w \rangle \), which are obtained simply by exchanging \( x \) with \( y, v \) with \( w \) and vice versa in (4.4) and later. If we now set \( \tau = \epsilon t \), and for any given \( \epsilon \) we define \( f(x, v, t) = h_\epsilon(x, v, t) \), we obtain that \( h_\epsilon(x, v, t) \) satisfies

\[
\frac{d}{dt} \int_{\mathbb{R}^4_+} \psi(x, v) h_\epsilon(x, v, \tau) \, dx \, dv \\
= \int_{\mathbb{R}^4_+} \left[ D(x) \frac{\partial \psi}{\partial x} + E(x, v, \tau) \frac{\partial \psi}{\partial v} + \frac{1}{2} \sigma \Phi^2(x) v^2 \frac{\partial^2 \psi}{\partial v^2} + \frac{1}{2} \sigma \Phi^2(x) v^2 \frac{\partial^2 \psi}{\partial v^2} \right] h_\epsilon(x, v, \tau) \, dx \, dv + \tilde{R}_\epsilon(\psi). \tag{4.8}\]

In (4.8), we denoted

\[ D(x) = \int_{\mathbb{R}_+} D(x, z) C(z) \, dz = \lambda_B(x) M - \lambda(x)x, \]

\[ E(x, v, \tau) = \int_{\mathbb{R}^4_+} E(x, y, v, w) h_\epsilon(y, w, \tau) \, dy \, dw \]

and

\[ \tilde{R}_\epsilon(\psi) = \epsilon \int_{\mathbb{R}^4_+} \left[ D(x, z) \frac{\partial^2 \psi}{\partial x^2} + E(x, y, v, w) \frac{\partial^2 \psi}{\partial v^2} + D(x) \frac{\partial \psi}{\partial x} + E(x, v, \tau) \frac{\partial \psi}{\partial w} \right] h_\epsilon(x, v, \tau) \, dx \, dv \, dw. \tag{4.9}\]

When the remainder converges to zero as \( \epsilon \to 0 \), the density \( h_\epsilon(v, w, \tau) \) tends towards \( h(x, v, \tau) \) satisfying

\[
\frac{d}{dt} \int_{\mathbb{R}^4_+} \psi(x, v) h(x, v, \tau) \, dx \, dv \\
= \int_{\mathbb{R}^4_+} \left[ \frac{1}{2} \sigma \Phi^2(x) v^2 \frac{\partial^2 h}{\partial v^2} + \frac{1}{2} \sigma \Phi^2(x) v^2 \frac{\partial^2 h}{\partial v^2} + D(x) \frac{\partial h}{\partial x} + E(x, v, \tau) \frac{\partial h}{\partial w} \right] h(x, v, \tau) \, dx \, dv. \tag{4.10}\]

Equation (4.10) is the weak form of the Fokker–Planck equation,

\[
\frac{\partial h}{\partial \tau} = \frac{1}{2} \delta \frac{\partial^2 (x^2 h)}{\partial x^2} + \frac{1}{2} \sigma \Phi^2(x) \frac{\partial^2 (v^2 h)}{\partial v^2} + \frac{\partial (D(x)h)}{\partial x} + \frac{\partial (E(x, v, \tau)h)}{\partial v}. \tag{4.11}\]

The formal derivation of the Fokker–Planck equation (4.11) can be made rigorous by repeating the analogous computations of [15,48], which refer to one-dimensional models. This derivation requires one to start with initial data that possess moments bounded up to a certain order (typically \( 2 + \epsilon \), with \( \epsilon > 0 \)). Moreover, the smooth function \( \psi \) is required to belong to a suitable space (for example \( \psi \in C^3_B \), the space of functions of bounded support continuous with three derivatives) [48]. It is interesting to remark that the balance \( \delta / \lambda = C \) (respectively, \( \sigma / \gamma = C \)) is the right one that maintains in the limit equation both the effects of knowledge in terms of the intensity \( \lambda \), as well as the effects of the randomness through the variance \( \sigma \) (respectively, the effects of saving in terms of \( \gamma \) and risk in terms of \( \mu_i, i = 1, 2 \)). As explained in [48] for the case of opinion formation, different balances give in the limit purely diffusive equations or purely drift equations.
Returning to the original expressions of the quantities $D$ and $E$ in (4.11), we finally obtain that $h = h(x, v, \tau)$ solves the Fokker–Planck equation

$$\frac{\partial h}{\partial \tau} = \frac{\delta}{2} \frac{\partial^2 (x^2 h)}{\partial x^2} + \frac{\sigma \Phi^2(x)}{2} \frac{\partial^2 (v^2 h)}{\partial v^2} + \frac{\partial}{\partial x} [(x \lambda(x) - \lambda_B M)h] + \frac{\partial}{\partial v} [(\Psi(x)v - M_W(\tau))h],$$  \hspace{1cm} (4.12)

where we denoted

$$M_W(\tau) = \left( \int_{\mathbb{R}^2} w \Psi(y) h(y, w, \tau) \, dy \, dw \right).$$  \hspace{1cm} (4.13)

In the simpler case in which the saving propensity remains a universal constant, so that $\Psi(y) = 1$, the drift term in the Fokker–Planck equation (4.12) simplifies, and, by resorting to the conservation of the mean wealth, we obtain that the density $h = h(x, v, \tau)$ solves the equation

$$\frac{\partial h}{\partial \tau} = \frac{\delta}{2} \frac{\partial^2 (x^2 h)}{\partial x^2} + \frac{\sigma \Phi^2(x)}{2} \frac{\partial^2 (v^2 h)}{\partial v^2} + \frac{\partial}{\partial x} [(x \lambda(x) - \lambda_B M)h] + \gamma \frac{\partial}{\partial v} [(v - M_W)h],$$  \hspace{1cm} (4.14)

where now $M_W$ represents the (constant) value of the quantity in (4.13).

Despite its apparent simplicity (with respect to the kinetic model (3.8)), the analytic description of the steady state of the Fokker–Planck equation (4.14) is difficult. Therefore, we will resort to numerical computations of the solution to both the Boltzmann and Fokker–Planck equations for the joint density.

5. Numerical experiments

This section contains a numerical description of the solutions to both the Boltzmann-type equation (3.8) and the Fokker–Planck equations (4.12) and (4.14). For the numerical approximation of the Boltzmann equation, we apply a Monte Carlo method, as described in ch. 4 of [34]. If not otherwise stated, the kinetic simulation has been performed with $N = 10^6$ agents.

The numerical experiments will help to clarify the role of knowledge in the final distribution of the wealth density among the agents. It is evident that, thanks to the mean wealth conservation, the density $f(x, v, t)$ will converge to a stationary distribution [34]. As usual in kinetic theory, this stationary solution will be reached in an exponentially fast time.

In what follows, we will denote by $X(t)$ the random process that represents the knowledge of the population at time $t > 0$. Its density is given by the solution of equation (2.3). Hence

$$F(x, t) \, dx = P(X(t) \in (x, x + dx)).$$

We will denote by $\mathcal{F}$ the distribution function of $X(t)$, that is

$$\mathcal{F}(x, t) = P(X(t) < x) = \int_0^x F(y, t) \, dy.$$  

Likewise, we will denote by $W(t)$ the random process that represents the wealth of the population at time $t > 0$. Given the solution of equation (3.8), its density is given by the marginal density

$$G(v, t) \, dv = P(W(t) \in (v, v + dv)) = dv \int_{\mathbb{R}} dx f(x, v, t).$$

Lastly, $\mathcal{G}$ will denote the distribution function

$$\mathcal{G}(v, t) = P(W(t) < v) = \int_0^v G(w, t) \, dw.$$  

We will evaluate the marginal distributions $\mathcal{F}$ and $\mathcal{G}$ for different values of the parameters $\lambda$ and $\lambda_B$ and different kinds of microscopic wealth interactions. In this way, we will recognize first the role of background and selection in the distribution of knowledge (differences in tails, etc.), and, second, the importance of knowledge (through personal saving and risk perception) in the distribution of wealth.

Numerical experiments will also report the joint density of wealth and knowledge in the agent system. The following numerical tests have been considered.
Test 1
In the first test, we consider the case of risk-dependent knowledge with
\[ \Phi(x) = (1 + x)^{-\beta}, \]
with \( \beta = 2 \) and a constant \( \Psi = 1 \). First, we take \( \lambda = \lambda_B = \gamma = \sigma = 0.1 \). These parameters correspond to the Boltzmann regime. We consider a time step of \( \Delta t = 1 \) and a final computation time of \( t = 100 \), where the steady state is practically reached. As the evolution of knowledge in the model is independent of the wealth, the latter is scaled in order to fix the mean wealth equal to one. We report the results for the particle density and the kinetic density in figure 1. In figures 3 and 4, we plot the marginal densities together with the tail distribution,
\[ \bar{F}(x) = 1 - F(x) \quad \text{and} \quad \bar{G}(x) = 1 - G(x), \]
which are plotted in log–log scale to visualize the tails behaviour. It is clear that the effect of knowledge in minimizing the risk produces a tendency for well-educated people to occupy the region around the mean wealth, the so-called middle class. By contrast, the rich part of the people is composed by those who are brave enough to take the risk in potentially remunerative transactions.

The same test has also been performed in a Fokker–Planck regime, scaling all interaction parameters by a factor 10, thus corresponding to a scaling factor \( \varepsilon = 0.1 \). The final computation time is the same, but the time step is now chosen as \( \Delta t = 0.1 \). The results in figures 3 and 4 show a good agreement with the Boltzmann description. As observed in [4], the major differences are noted in the peak of the distribution and in the lower part of the population densities where the Fokker–Planck solution is closer to zero. This latter effect is due to the consistency of the boundary condition in \( x = 0 \) and \( v = 0 \) for the Fokker–Planck equation.

Test 2
In this new test, we maintain the same values for the parameters, and we modify the microscopic wealth interaction allowing for knowledge to play a role in the binary transaction. More precisely, we assume that in (3.6)
\[ \Psi(x) = \Phi(x). \]
In this way, the binary transaction is still conservative but greater knowledge will correspond to a gain in the transaction. The results are reported in figure 2 for the full density and in figures 3 and 4 for the marginal densities and their tail distribution. It can be observed how this choice produces a shift of the whole distribution towards a more wealthy state for people with greater knowledge. In particular, the tails of the marginal density for the wealth are fatter if compared with the first test case. This shows that knowledge can play a relevant role in the formation of wealth inequalities.
Figure 2. Test 2: (a) the particles solution with $N = 1000$ agents and (b) the kinetic density. (Online version in colour.)

Figure 3. (a,b) The marginal densities in tests 1 and 2. Here, $\lambda = \lambda_B = \gamma = \sigma = 0.1$ in the Boltzmann regime and $\lambda = \lambda_B = \gamma = \sigma = 0.01$ in the Fokker–Planck regime. (Online version in colour.)

Figure 4. (a,b) The tail distribution of the marginal densities in tests 1 and 2 in log–log scale. Here, $\lambda = \lambda_B = \gamma = \sigma = 0.1$ in the Boltzmann regime and $\lambda = \lambda_B = \gamma = \sigma = 0.01$ in the Fokker–Planck regime. The slope of the tail is estimated using least-squares fitting on the top 1% of the agents population. (Online version in colour.)
knowledge versus mean wealth at $t = 100$

wealth versus mean knowledge at $t = 100$

Figure 5. The behaviour of the local mean wealth ($a$) and local mean knowledge ($b$) in the case of tests 1 and 2. The dotted lines represent the mean wealth and mean knowledge. (Online version in colour.)

Note that the stochastic nature of the numerical method originates some fluctuations, which are more evident in the tail of the distribution. For this reason, the slope of the tail is estimated using least-squares fitting on the top 1% of the agents population.

Lastly, for the above test cases in the Boltzmann regime, we report the profiles of the local mean wealth and local mean knowledge,

$$ W(x, t) = \frac{1}{F(x, t)} \int f(x, v, t) v \, dv $$

and

$$ K(v, t) = \frac{1}{G(v, t)} \int f(x, v, t) x \, dx. $$

The profiles clearly show that the strategy of minimizing the risk is not enough to produce a class of well-educated and rich people. The main outcome is a concentration of agents with high values of knowledge around the mean wealth, but beside this the overall mean wealth for a given knowledge status is essentially independent of knowledge.

On the contrary, when personal knowledge produces a certain advantage in the outcome of the binary trade, a shift is produced on the concentration of people with greater knowledge towards the richest classes and a strict correlation between wealth and knowledge is created (see figure 5).

6. Conclusion

Distribution of wealth in a society of agents depends on many aspects, even if it appears to have very stable features, like heavy tails, and a relevant presence of the so-called middle class [34]. In this paper, we have introduced and discussed a kinetic model for the joint evolution of wealth and knowledge, based on the assumption that knowledge can influence the distribution of wealth by acting on risk perception, as well as in producing a better outcome from trades. Numerical experiments put in evidence that the role of knowledge in the distribution of wealth does not modify in a radical way the distribution of wealth, which remains heavy tailed in all the considered experiments. However, it is notable that the possibility to achieve a sensible richness strongly depends on the risky part of the trade. Hence, in all cases in which knowledge induces the choice of less-risky trades, the biggest part of the population, which belongs to the middle class (with respect to knowledge), also end up with a location in the middle class (with respect to wealth). On the other hand, when knowledge produces an advantage in the binary transaction, it can account for strong wealth differences between the agents and a larger wealth inequality is originated.
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